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• Training an RL agent from zero in real environment is 
sometimes risky (auto-driving, health care) or costly (robot 
control, recommender system).

• Since there is often not a good simulator, the way of training 
the agent only from a pre-collected offline dataset is 
promoted, called offline RL, or batch RL.
• In offline setting, namely pure batch setting, the agent only 

has access to the offline data set, instead of interacting with 
the environment.

Overview of Offline RL (or Batch RL)



Levine, Sergey, et al. "Offline reinforcement learning: Tutorial, review, and perspectives on open problems." arXiv 2005.01643 (2020).

• Though both off-policy RL and offline RL 
evaluate the policy using the data sampled 
from a replay buffer, they are different.

• The key difference is whether the agent can 
interact with the environment while learning

• Offline RL techniques help deploy RL to real-
world applications

Overview of Offline RL



Advantages of Offline RL
• Offline RL can help

1. Pretrain an RL agent using existing datasets
2. Empirically evaluate RL algorithms based on their 

ability to exploit a fixed dataset of interactions
3. Bridge the gap between academic interest in RL and 

real-world applications

• Offline RL makes RL more like supervised learning

Gulcehre, Caglar, et al. "Rl unplugged: Benchmarks for offline reinforcement learning." arXiv preprint arXiv:2006.13888 (2020).

Offline RL 
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Behavior Cloning as Offline RL
• Behavior cloning, the simplest imitation learning 

method, requires no environment interaction

• Learning objective of BC

• Obvious shortcomings of BC
1. The policy upper bound is the behavioral policy
2. Distribution shift

Behavioral policy

Behavioral policy



Overview of Offline RL Methods

• The most severe problem that offline RL faces is the 
extrapolation error, i.e., the out-of-distribution 
problem.
• What if the agent performs unseen state-action?

Model-free Methods
• Explicit 

constraint
• BCQ
• BEAR
• BRAC
• CQL

• Implicit 
constraint
• AWR
• REM
• BAIL
• … 

Model-based Methods
• Uncertainty estimation with 

the learned model
• MOReL
• MOPO
• COMBO
• ...



Extrapolation Error in Offline RL

• Extrapolation error is introduced by the 
mismatch between the dataset and true 
state-action visitation of the current policy.

Gulcehre, Caglar, et al. "Rl unplugged: Benchmarks for offline reinforcement learning." arXiv preprint arXiv:2006.13888 (2020).

What if a’ is an out-of-
distribution action?



Extrapolation Error in Offline RL

• Extrapolation error will be 
propagated via value function 
backups.

What if a’ is an out-of-
distribution action?

https://bair.berkeley.edu/blog/2020/12/07/offline/



BCQ: Batch-Constrained Q-learning

• Extrapolation error

• Off-policy methods 
fail to work in 
offline setting due 
to extrapolation 
error

Scott Fujimoto, David Meger, and Doina Precup. Off-policy deep reinforcement learning without exploration. ICML 2019.

What if a’ is an out-of-
distribution action?



BCQ: Batch-Constrained Q-learning
• Tabular setting: only update while the transition is in the 

batch.

• General setting: use a VAE to give the action that may 
occur in real environment with high probability.

Scott Fujimoto, David Meger, and Doina Precup. Off-policy deep reinforcement learning without exploration. ICML 2019.

Batch-constrained policy

• The choice of 𝑛 and Φ creates a trade-off between an imitation 
learning and reinforcement learning algorithm



BCQ: Batch-Constrained Q-learning

Scott Fujimoto, David Meger, and Doina Precup. Off-policy deep reinforcement learning without exploration. ICML 2019.

A tradeoff 
estimation of target

Perturbation 
function is like an 
actor

VAE performs 
imitation learning



BCQ: Batch-Constrained Q-learning

Scott Fujimoto, David Meger, and Doina Precup. Off-policy deep reinforcement learning without exploration. ICML 2019.

Final buffer value estimates

Concurrent value estimates



• Learn a conservative, lower-bound Q function to avoid 
overestimation.

• Add penalty terms on a standard Bellman error objective.
• Penalize the overestimated Q on unseen actions (from new policy 𝜇)

Aviral Kumar, Aurick Zhou, George Tucker, and Sergey Levine. Conservative q-learning for offline reinforcement learning. NeuIPS 2020.

CQL: Conservative Q-Learning

• Maximize Q under a behavioral data distribution #𝜋!

• use max 𝜇 to approximate current policy 𝜋, and add regularizer

https://sites.google.com/view/cql-offline-rl



CQL: Conservative Q-Learning

• Empirically, a good regularizer is 

• With SAC, 𝜋
is updated in 
the same 
way as SAC.

https://sites.google.com/view/cql-offline-rl



CQL: Conservative Q-Learning

• Offline settings with different experts in Gym environments, 
CQL performs (almost) the best

Aviral Kumar, Aurick Zhou, George Tucker, and Sergey Levine. Conservative q-learning for offline reinforcement learning. NeuIPS 2020.
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• Based on reward-weighted regression (RWR)

Xue Bin Peng et al . Advantage-weighted regression: Simple and scalable off-policy reinforcement learning. arXiv preprint arXiv:1910.00177, 2019.

AWR: Advantage-Weighted Regression

• Regarded as solving a maximum likelihood problem that fits a 
new policy to samples collected under the current policy, where 
the likelihood is weighted by the exponentiated return.

• Policy optimization objective

return

Expected improvement

[as derived in TRPO]



• Replace the weight with the advantage function deriving the AWR

• For offline setting, regard behavior policy as a mixture of policies.

Expected improvement

Xue Bin Peng et al . Advantage-weighted regression: Simple and scalable off-policy reinforcement learning. arXiv preprint arXiv:1910.00177, 2019.

AWR: Advantage-Weighted Regression



• Performance of various algorithms on off-policy learning tasks with 
static datasets. AWR is able to learn policies that are comparable or 
better than the original demo policies.

Xue Bin Peng et al . Advantage-weighted regression: Simple and scalable off-policy reinforcement learning. arXiv preprint arXiv:1910.00177, 2019.

AWR: Advantage-Weighted Regression



• BAIL does not suffer from the extrapolation error, since it does not 
maximize over the actions space.

• Step 1: learn an upper envelope of state by solving a constrained 
optimization problem:

X. Chen et al. BAIL: Best-action imitation learning for batch deep reinforcement learning. NeuIPS 2020.

BAIL: Best-Action Imitation Learning

or its unconstrained penalty-loss 
version

HalfCheetah Ant

Hopper Walker2d



• Step 2: Select actions satisfying  𝐺" > 𝑥 𝑉(𝑠") to perform simple imitation 
learning (BC). 𝑥 is set such that 25% samples are selected.

X. Chen et al. BAIL: Best-action imitation learning for batch deep reinforcement learning. NeuIPS 2020.

BAIL: Best-Action Imitation Learning



X. Chen et al. BAIL: Best-action imitation learning for batch deep reinforcement learning. NeuIPS 2020.

BAIL: Best-Action Imitation Learning
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• Model-based methods allow (pseudo) exploration.

• Construct a Pessimistic MDP (P-MDP) using the offline dataset.
• Require a careful use of the model in regions outside of support, to ensure that 

policies do not visit states where the model is inaccurate.
• Partition the (s, a) space into known and unknown regions.
• Give penalty to unknown regions.

Kidambi R, Rajeswaran A. MOReL: Model-Based Offline Reinforcement Learning. NeurIPS 2020.

MOReL: Model-Based Offline RL

additional 
absorbing 

state



• Unknown state-action detector (USAD)

Kidambi R, Rajeswaran A. MOReL: Model-Based Offline Reinforcement Learning. NeurIPS 2020.

• Pessimistic MDP

(𝛼-USAD) Given a state-action pair (s, a), define an unknown state 
action detector as

Total variation distance

HALT is an additional absorbing state

MOReL: Model-Based Offline RL



• Planning: the final step in MOReL is to perform planning in 
the P-MDP with various MBRL methods like MPC, MBPO etc.

Kidambi R, Rajeswaran A. MOReL: Model-Based Offline Reinforcement Learning. NeurIPS 2020.

• Give penalty to unknown regions by learning optimal policy 
in P-MDP.

MOReL: Model-Based Offline RL



• MORel achieves SOTA performance in 12 out of 20 tasks
• The error bar is the standard deviation of five random seeds

Kidambi R, Rajeswaran A. MOReL: Model-Based Offline Reinforcement Learning. NeurIPS 2020.

MOReL: Model-Based Offline RL



• The naïve MBRL 
approach first learns a 
dynamics model using 
the offline data, then 
runs MBRL without 
any safeguards 
against model 
inaccuracy

• The naive MBRL 
algorithm is highly 
unstable while 
MOReL leads to 
stable and near-
monotonic learning

Kidambi R, Rajeswaran A. MOReL: Model-Based Offline Reinforcement Learning. NeurIPS 2020.

MOReL: Model-Based Offline RL



• Idea: given the model will not be globally accurate
• need an uncertainty-penalized MDP (for inaccurate state transitions)
• discourage policy from visiting regions where model uncertainty is 

high.

Yu T, Thomas G, Yu L, et al. MOPO: Model-based offline policy optimization. NeuIPS 2020.

MOPO: Model-based Offline Policy Optimization

• When the reward function is bounded ∀ 𝑠, 𝑎 , 𝑟 𝑠, 𝑎 ≤ 𝑟#$% :

• The gap of expected return under !𝑀 with ( $𝑇, 𝑟) and 𝑀 with (𝑇, 𝑟)

build a lower 
bound of the 
true value

Let

Improper 
expectation 
over OM



• Optimize 𝜋 in an uncertainty-penalized MDP 3𝑀 = (𝑆, 𝐴, 8𝑇, �̃�, 𝛾), where

• Practical algorithm uses ensemble of models:

Yu T, Thomas G, Yu L, et al. MOPO: Model-based offline policy optimization. NeuIPS 2020.

• Penalize reward function using heuristic uncertainty estimate:

• If 𝑢(𝑠, 𝑎) is an admissible error estimator, i.e., upper bounds the error of 
8𝑇 𝑠& 𝑠, 𝑎 , then for a particular choice of 𝜆:

MOPO: Model-based Offline Policy Optimization

the maximum standard deviation of the learned models in the ensemble



Yu T, Thomas G, Yu L, et al. MOPO: Model-based offline policy optimization. NeuIPS 2020.

MOPO: Model-based Offline Policy Optimization



• Overall performance on D4RL

MOPO: Model-based Offline Policy Optimization

Yu T, Thomas G, Yu L, et al. MOPO: Model-based offline policy optimization. NeuIPS 2020.



• Performance on tasks requiring out-of-distribution generalization

MOPO: Model-based Offline Policy Optimization

• Ant-angle: the ant is rewarded for running forward in a 30 degree angle and the 
training offline dataset contains data of the ant running forward directly

• Halfcheetah-jump: the agent is asked to run while jumping as high as possible given 
a training offline dataset of halfcheetah running

Yu T, Thomas G, Yu L, et al. MOPO: Model-based offline policy optimization. NeuIPS 2020.
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OPE: Offline Policy Evaluation
• Offline (or off-policy) policy evaluation (OPE) 

concerns estimating the value of a target policy 
using only pre-collected data from other policies

Pre-collected 
Dataset

Estimated 
Policy value

Offline Policy 
Evaluator

True 
Policy value

• OPE serves for policy evaluation, policy ranking or 
selection for the final online deployment



Overview of OPE Methods

Voloshin, Cameron, et al. "Empirical study of off-policy policy evaluation for reinforcement learning." arXiv:1911.06854. 2019.



FQE: Fitted Q Evaluation

• FQE takes a policy as input and performs policy evaluation on the fixed 
dataset by Bellman backup

• After learning the Q function of the policy, the performance is measured by 
the mean Q values on the states sampled from the dataset and actions by 
the policy.

Le, Hoang, Cameron Voloshin, and Yisong Yue. "Batch policy learning under constraints." ICML 2019.
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Offline RL Benchmarks
• D4RL: Datasets for Deep Data-Driven RL
• UC Berkeley & Google Brain
• https://sites.google.com/view/d4rl/

• RL Unplugged: Benchmarks for Offline RL
• Google DeepMind & Brain
• https://github.com/deepmind/deepmind-

research/tree/master/rl_unplugged

• NeoRL: A Near Real-World Benchmark for Offline RL
• Nanjing University, Polixir and SJTU
• http://polixir.ai/research/neorl

Discuss more on this benchmark here

https://sites.google.com/view/d4rl/
https://github.com/deepmind/deepmind-research/tree/master/rl_unplugged
http://polixir.ai/research/neorl


Pipeline of Training & Deploying Offline RL

Rongjun Qin et al. NeoRL: A Near Real-World Benchmark for Offline Reinforcement Learning. NeurIPS 2022.



Realistic Challenges for Offline RL
• NeoRL considers the following reality gaps

1. Conservative data
• The behavior policy is not explorative (not diverse)

2. Limited available data
• Only a small batch of data is available

3. Highly stochastic environments
• Aleatoric uncertainty or non-stationary nature of the environment

4. Offline evaluation before deployment
• Due to the limited data, predicting the approximate accumulated 

rewards can be challenging

• In addition to Mujoco, three realistic environments are used
• Industrial benchmark, FinRL, CityLearn

Rongjun Qin et al. NeoRL: A Near Real-World Benchmark for Offline Reinforcement Learning. NeurIPS 2022.



Experiments and Findings of NeoRL

Rongjun Qin et al. NeoRL: A Near Real-World Benchmark for Offline Reinforcement Learning. NeurIPS 2022.



Experiments and Findings of NeoRL
• OPE performance (FQE method) 

• RC score: ranking correlation
• Top-k score: top selected policy value (normalized to [0,1])

Ineffective policy ranking and selection via OPE (FQE method)

Rongjun Qin et al. NeoRL: A Near Real-World Benchmark for Offline Reinforcement Learning. NeurIPS 2022.



Experiments and Findings of NeoRL

• Maybe-pessimistic findings with realistic challenges
1. Offline RL algorithms fail to outperform neither the 

simplest behavior cloning method nor the 
deterministic behavior policy, only except CQL.

2. Model-based methods are overall worse than model-
free ones in the realistic environments, although may 
have better potential to achieve the out-of-data 
generalization ability.

Ratio of winning the 3 baselines over the 51 tasks by online evaluation.

Rongjun Qin et al. NeoRL: A Near Real-World Benchmark for Offline Reinforcement Learning. NeurIPS 2022.



Summary

• Offline RL trains a policy from a batch of pre-collected data, 
which makes RL closer to real applications
• The most important problem studied in offline RL is about 

extrapolation (or out-of-distribution) problem
• Model-free offline RL methods build constraints on value 

function or policies
• Model-based offline RL methods measure the uncertainty of 

state transition and use it to penalize the out-of-distribution 
actions
• Offline RL performance is still far from perfect
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