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Advertising

• Make the best match between and 
with 



- John Wanamaker 

(1838-1922)

Father of modern advertising 
and a pioneer in marketing



Wasteful Traditional Advertising



Computational Advertising

• Design algorithms to make the best match between the 
advertisers and Internet users with economic constraints



Sponsored Search

Search: iphone 6s case



Sponsored Search

• Advertiser sets a bid price for the keyword
• User searches the keyword
• Search engine hosts the auction to ranking the ads



Display Advertising

http://www.nytimes.com/



Internet Advertising Frontier: 
Real-Time Bidding (RTB) based Display Advertising

What is Real-Time Bidding?

• Every online ad view can be evaluated, bought, 
and sold, all individually, and all instantaneously.

• Instead of buying keywords or a bundle of ad 
views, advertisers are now buying users directly.

DSP/Exchange daily traffic

Advertising iPinYou, China 18 billion impressions

YOYI, China 5 billion impressions

Fikisu, US 32 billon impressions

Finance New York Stock Exchange 12 billion shares daily

Shanghai Stock Exchange 14 billion shares daily

Query per second

Turn DSP 1.6 million

Google 40,000 search

Shen, Jianqiang, et al. "From 0.5 Million to 2.5 Million: Efficiently Scaling up Real-Time Bidding." Data Mining (ICDM), 2015 IEEE International 
Conference on. IEEE, 2015.



Suppose a student regularly reads articles on emarketer.com

Content-related ads



He recently checked the London hotels

(In fact, no login is required)



Relevant ads on facebook.com



Even on supervisor’s homepage!

(User targeting dominates the context)



RTB Display Advertising Mechanism

• Buying ads via real-time bidding (RTB), 10B per day

RTB

Ad

Exchange

Demand-Side 

Platform

Advertiser

Data 

Management

Platform

0. Ad Request
1. Bid Request

(user, page, context)

2. Bid Response
(ad, bid price)

3. Ad Auction
4. Win Notice
(charged price)

5. Ad
(with tracking)

6. User Feedback
(click, conversion)

User Information

User Demography: 
Male, 26, Student

User Segmentations:
London, travelling 

Page

User<100 ms
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Auctions scheme

v1

v2

v3

v4

b1

b2

b3

b4

private values bids

winner

payments $$$

http://images.google.com/imgres?imgurl=http://cincinnatirealestateauctions.com/images/CincinnatiRealEstateAuctions3.jpg&imgrefurl=http://cincinnatirealestateauctions.com/&usg=__jIaR_sTp94ihql89h9ZNlBMFFyo=&h=481&w=245&sz=16&hl=en&start=1&um=1&tbnid=F-msFc21xdqykM:&tbnh=129&tbnw=66&prev=/images?q=auctioneer&hl=en&rls=com.microsoft:en-us&um=1
http://images.google.com/imgres?imgurl=http://cincinnatirealestateauctions.com/images/CincinnatiRealEstateAuctions3.jpg&imgrefurl=http://cincinnatirealestateauctions.com/&usg=__jIaR_sTp94ihql89h9ZNlBMFFyo=&h=481&w=245&sz=16&hl=en&start=1&um=1&tbnid=F-msFc21xdqykM:&tbnh=129&tbnw=66&prev=/images?q=auctioneer&hl=en&rls=com.microsoft:en-us&um=1


Modeling
• n bidders

• Each bidder has value vi for the item

– “willingness to pay”

– Known only to him – “private value”

• If bidder i wins and pays pi, his utility is   vi – pi

– In addition, the utility is 0 when the bidder loses.

• Note: bidders prefer losing than paying more than their 
value.



Strategy
• A strategy for each bidder

– how to bid given your intrinsic, private value?

– a strategy here is a function, a plan for the game. 
Not just a bid.  

• Examples for strategies:
– bi(vi) = vi (truthful)

– bi(vi) = vi /2

– bi(vi) = vi /n

– If v<50, bi(vi) = vi 

otherwise, bi(vi) = vi +17

• Can be modeled as normal form game, where these 
strategies are the pure strategies.

• Example for a game with incomplete information.

B(v)=v B(v)=v
/2

B(v)=v
/n

….

B(v)=v

…



Strategies and equilibrium
• An equilibrium in the auction is a profile of 

strategies B1,B2,…,Bn such that:

– Dominant strategy equilibrium: each strategy is optimal 
whatever the other strategies are.

– Nash equilibrium: each strategy is a best response to the 
other strategies.

B(v)=v B(v)=v/2 B(v)=v/n ….

B(v)=v

…



Bayes-Nash equilibrium

• Recall a set of bidding strategies is a Nash 
equilibrium if each bidder’s strategy 
maximizes his payoff given the optimal 
strategies of the others.

– In auctions: bidders do not know their opponent’s 
values, i.e., there is incomplete information.

– Each bidder’s strategy must maximize her 
expected payoff accounting for the uncertainty 
about opponent values. 



1st price auctions

• Truthful(bi = vi)?

$30 $100

$31

NO!



Equilibrium in 2rd-price auctions



Reserve Prices and Entry Fees

• Reserve Prices: the seller is assumed to have 
committed to not selling below the reserve
– Reserve prices are assumed to be known to all bidders

– The reserve prices = the minimum bids

• Entry Fees: those bidders who enter have to pay 
the entry fee to the seller

• They reduce bidders’ incentives to participate, 
but they might increase revenue as 1) the seller 
collects extra revenues 2) bidders might bid more 
aggressively
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RTB Display Advertising Mechanism

• Buying ads via real-time bidding (RTB), 10B per day

RTB

Ad

Exchange

Demand-Side 

Platform

Advertiser

Data 

Management

Platform

0. Ad Request

1. Bid Request
(user, page, context)

2. Bid Response
(ad, bid price)

3. Ad Auction
4. Win Notice
(charged price)

5. Ad
(with tracking)

6. User Feedback
(click, conversion)

User Information

User Demography: 
Male, 26, Student

User Segmentations:
London, travelling 
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Predict how likely the user is going to 
click the displayed ad.



User response estimation problem

• Click-through rate estimation as an example
• Date: 20160320
• Hour: 14
• Weekday: 7
• IP: 119.163.222.*
• Region: England
• City: London
• Country: UK
• Ad Exchange: Google
• Domain: yahoo.co.uk
• URL: http://www.yahoo.co.uk/abc/xyz.html
• OS: Windows
• Browser: Chrome
• Ad size: 300*250
• Ad ID: a1890
• User tags: Sports, Electronics

Click (1) or not (0)?

Predicted CTR (0.15)

http://www.yahoo.co.uk/abc/xyz.html


Feature Representation

• Binary one-hot encoding of categorical data

x=[Weekday=Wednesday, Gender=Male, City=London]

x=[0,0,1,0,0,0,0 0,1 0,0,1,0…0]

High dimensional sparse binary feature vector



Linear Models

• Logistic Regression

– With SGD learning

– Sparse solution

• Online Bayesian Profit Regression



ML Framework of CTR Estimation

• A binary regression problem

– Large binary feature space (>10 millions)
• Bloom filter to detect and add new features (e.g., > 5 instances)

– Large data instance number (>10 millions daily)

– A seriously unbalanced label
• Normally, #click/#non-click = 0.3%

• Negative down sampling

• Calibration



Logistic Regression

• Prediction

• Cross Entropy Loss

• Stochastic Gradient Descent Learning

[Lee et al. Estimating Conversion Rate in Display Advertising from Past Performance Data. KDD 12]



Logistic Regression with SGD

• Pros
– Standardised, easily understood and implemented

– Easy to be parallelised

• Cons
– Learning rate η initialisation

– Uniform learning rate against different binary 
features



Logistic Regression with FTRL
• In practice, we need a sparse solution as >10 million feature dimensions
• Follow-The-Regularised-Leader (FTRL) online Learning

[McMahan et al. Ad Click Prediction : a View from the Trenches. KDD 13]

s.t.

• Online closed-form update of FTRL

t: current example index
gs: gradient for example t

adaptively selects 
regularization functions 

[Xiao, Lin. "Dual averaging method for regularized stochastic learning and online optimization." Advances in Neural Information Processing Systems. 2009]



Online Bayesian Probit Regression
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Given the sampling distribution          and the prior 
     it remains to calculate the posterior. 

                        (4)  

The exact posterior over weights   can neither be 
represented compactly nor calculated in closed form. We 
therefore resort to approximate message passing. In order 
to bring out the full factorial structure of the likelihood, 
we introduce two latent variables    , and consider the 
equivalent joint density function              which 
factorises as 

                                  (5)  

This distribution can be understood in terms of the 
following generative process, which is also reflected in 
the factor graph in Figure 1.  

 Factors   : Sample weights   from the Gaussian 

prior     .  

 Factor  : Calculate the score   for x as the inner 

product    , such that                   .  

 Factor  : Add zero-mean Gaussian noise to obtain   

from  , such that                  .  

 Factor  : Determine   by a threshold on the noisy 

score   at zero, such that                     .  

3.3. Inference 

The factor graph in Figure 1 allows us to break down the 
computation of the posterior over weights   into local 

computations referred to as messages (Kschischang, Frey, 
& Loeliger, 2001). In fact, since the exact posterior 
calculation is intractable, we maintain an approximation 
of the posterior in the same family of distributions as the 
prior (3). The approximate message passing algorithm 
used is expectation propagation (Minka, 2001) in the 
mode of assumed Gaussian density filtering. 

There are two inference tasks corresponding to two types 
of marginal distributions to be computed on the factor 
graph in Figure 1.  

 Given training example       and prior     , infer 

the new posterior          (upward messages).  

 Given posterior          and feature vector   infer 

predictive distribution        (downward messages). 

We represent the Gaussian beliefs over weights   by 
sparse vectors only storing values different from the prior. 
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We will not provide a detailed derivation of the inference 
equations because adPredictor can be seen as a special 
case of the TrueSkill™  rating algorithm for games 
(Herbrich, Minka, & Graepel, 2007). The input feature 
vector in adPredictor corresponds to a team of players, 
with each active weight in adPredictor corresponding to 
the skill of a player in the team. Inference on the weights 
in adPredictor is equivalent to inference on the player 
skills in TrueSkill after a hypothetical match against a 
team with known skill of zero. Given the factor graph in 
Figure 1 together with Table 1 in the above paper the 
update equations can be derived.   

3.3.1. UPDATE EQUATIONS FOR ONLINE LEARNING 

The update equations represent a mapping from prior to 
posterior parameter values based on input-output 
pairs               ̃   ̃   . In terms of Figure 1, the 
calculation can viewed as following the message passing 
schedule towards the weights   . We define the total 
variance for a given input   as 

            (6)  

The update for the posterior parameters is given by: 
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The functions   and   (see also Figure 2) are given by 

Figure 1: Factor graph model of Bayesian probit regression 

with message flow. Only active weights are shown. 
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Linear Prediction Models

• Pros

– Highly efficient and scalable

– Explore larger feature space and training data

• Cons

– Modelling limit: feature independence assumption

– Cannot capture feature interactions unless defining 
high order combination features

• E.g., hour=10AM & city=London & browser=Chrome



Non-linear Models

• Gradient Boosting Decision Trees

• Factorisation Machines

• Combined Models

• Deep Neural Networks



Factorisation Machines

• Prediction based on feature embedding

– Explicitly model feature interactions

• Second order, third order etc.

– Empirically better than logistic regression

– A new way for user profiling

[Oentaryo et al. Predicting response in mobile advertising with hierarchical importance-
aware factorization machine. WSDM 14]

[Rendle. Factorization machines. ICDM 2010.]



Gradient Boosting Decision Trees
• Additive decision trees for prediction

• Each decision tree

[Chen and He. Higgs Boson Discovery with Boosted Trees . HEPML 2014.]



Gradient Boosting Decision Trees

• Learning

[Chen and He. Higgs Boson Discovery with Boosted Trees . HEPML 2014.]



Combined Models: GBDT + LR

[He et al. Practical Lessons from Predicting Clicks on Ads at Facebook . ADKDD 2014.]



Combined Models: GBDT + FM

[http://www.csie.ntu.edu.tw/~r01922136/kaggle-2014-criteo.pdf]



[Zhang et al. Deep Learning over Multi-field Categorical Data – A Case Study on User 
Response Prediction. ECIR 16] in Monday Machine Learning Track
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Conversion Attribution

• Assign credit% to each channel according to contribution

• Current industrial solution: last-touch attribution
[Shao et al. Data-driven multi-touch attribution models. KDD 11]



Heuristics-based Attribution

[Kee. Attribution playbook – google analytics. Online access.]



A Good Attribution Model

• Fairness

– Reward an individual channel in accordance with 
its ability to affect the likelihood of conversion

• Data driven

– Using ad touch and conversion data for each 
campaign to build its model

• Interpretability

– Generally accepted by all parties

[Dalessandro et al. Casually Motivated Attribution for Online Advertising. ADKDD 11]



Bagged Logistic Regression

• For M iterations

– Sample 50% data instances and 50% features

– Train a logistic regression and record the weights

• Average the feature weights

[Shao et al. Data-driven multi-touch attribution models. KDD 11]

Display Search Mobile Email Social Convert?

1 1 0 0 1 1

1 0 1 1 1 0

0 1 0 1 0 1

0 0 1 1 1 0
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Bagged Logistic Regression

• For M iterations

– Sample 50% data instances and 50% features

– Train a logistic regression and record the weights

• Average the feature weights

[Shao et al. Data-driven multi-touch attribution models. KDD 11]
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Shapley Value based Attribution

• Coalition game

– How much does a player contribute in the game

[Fig source: https://pjdelta.wordpress.com/2014/08/10/group-project-how-much-did-i-contribute/]



Shapley Value based Attribution

• Coalition game



A Probabilistic Attribution Model

• Conditional probabilities

[Shao et al. Data-driven multi-touch attribution models. KDD 11]

• Attributed contribution



[Shao et al. Data-driven multi-touch attribution models. KDD 11]



[Shao et al. Data-driven multi-touch attribution models. KDD 11]



Data-Driven Probabilistic Models
• The “relatively heuristic” data-driven model

[Shao et al. Data-driven multi-touch attribution models. KDD 11]

• A more generalized and data-driven model
[Dalessandro et al. Casually Motivated Attribution for Online Advertising. ADKDD 11]

– : the probability that the sequence begin with



Attribution Comparison

• Help find some “cookie bombing”  channels



Other Attribution Models

• Survival models 
with time

[Zhang et al. Multi-Touch Attribution in Online 
Advertising with Survival Theory. ICDM 2014]

• Markov graph

[Anderl et al. Mapping the customer journey: A graph-based framework for online attribution modeling. SSRN 2014]
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RTB Display Advertising Mechanism

• Buying ads via real-time bidding (RTB), 10B per day

RTB

Ad

Exchange

Demand-Side 

Platform
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Management

Platform

0. Ad Request

1. Bid Request
(user, page, context)

2. Bid Response
(ad, bid price)

3. Ad Auction
4. Win Notice
(charged price)

5. Ad
(with tracking)

6. User Feedback
(click, conversion)

User Information

User Demography: 
Male, 26, Student

User Segmentations:
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Data of Learning to Bid

– Bid request features: High dimensional sparse binary vector

– Bid: Non-negative real or integer value

– Win: Boolean

– Cost: Non-negative real or integer value

– Feedback: Binary

• Data



Problem Definition of Learning to Bid

• How much to bid for each bid request?

– Find an optimal bidding function b(x)

• Bid to optimise the KPI with budget constraint

Bid Request
(user, ad, page, context)

Bid Price

Bidding 

Strategy



Bidding Strategy in Practice

Bid Request
(user, ad, 

page, context)

Bid Price

Bidding Strategy

Feature Eng. Whitelist / 

Blacklist

Retargeting

Budget 

Pacing

Bid 

Landscape

Bid 

Calculation

Frequency 

Capping CTR / CVR 

Estimation

Campaign 

Pricing 

Scheme

64



Bidding Strategy in Practice: 
A Quantitative Perspective

Bid Request
(user, ad, 

page, context)

Bid Price

Bidding Strategy

Utility 

Estimation

Cost 

Estimation

Preprocessing

Bidding Function

CTR,
CVR,

revenue

Bid landscape

65



Bid Landscape Forecasting

Auction 
Winning 

Probability

Win probability: Expected cost:

Count

Win bid



Bid Landscape Forecasting

• Log-Normal Distribution

Auction 
Winning 

Probability

[Cui et al. Bid Landscape Forecasting in Online Ad Exchange Marketplace. KDD 11] 



Bid Landscape Forecasting

• Price Prediction via Linear Regression

– Modelling censored data in lost bid requests

[Wu et al. Predicting Winning Price in Real Time Bidding with Censored Data. KDD 15] 



Bidding Strategies

• How much to bid for each bid request?

• Bid to optimise the KPI with budget constraint

Bid Request
(user, ad, page, context)

Bid Price

Bidding 

Strategy



Classic Second Price Auctions

• Single item, second price (i.e. pay market price)

Reward given a bid:

Optimal bid:

Bid true value



Truth-telling Bidding Strategies

• Truthful bidding in second-price auction

– Bid the true value of the impression

– Impression true value =

– Averaged impression value = value of click * CTR

– Truth-telling bidding:

[Chen et al. Real-time bidding algorithms for performance-based display ad allocation. KDD 11]

Value of click, if clicked

0, if not clicked



Truth-telling Bidding Strategies

• Pros
– Theoretic soundness

– Easy implementation (very widely used)

• Cons
– Not considering the constraints of

• Campaign lifetime auction volume

• Campaign budget

– Case 1: $1000 budget, 1 auction

– Case 2: $1 budget, 1000 auctions
[Chen et al. Real-time bidding algorithms for performance-based display ad allocation. KDD 11]



Non-truthful Linear Bidding

• Non-truthful linear bidding

– Tune base_bid parameter to maximise KPI

– Bid landscape, campaign volume and budget 
indirectly considered

[Perlich et al. Bid Optimizing and Inventory Scoring in Targeted Online Advertising. KDD 12]



ORTB Bidding Strategies

• Direct functional optimisation

CTRwinning function

bidding function

budget

Est. volume cost upperbound

74

[Zhang et al. Optimal real-time bidding for display advertising. KDD 14]

• Solution: Calculus of variations



Optimal Bidding Strategy Solution

75
[Zhang et al. Optimal real-time bidding for display advertising. KDD 14]



Bidding in Multi-Touch Attribution 
Mechanism

• Current bidding strategy

– Driven by last-touch attribution b(CVR)

• A new bidding strategy

– Driven by multi-touch attribution

[Xu et al. Lift-Based Bidding in Ad Selection. AAAI 2016.]
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DMP Summary

• What is data management platform

• Cook sync

• Browser fingerprinting

• CF and Lookalike model



What is DMP
(Data Management Platform)

• A data warehouse that stores, merges, and sorts, 
and labels it out in a way that’s useful for 
marketers, publishers and other businesses.
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(with tracking)

6. User Feedback
(click, conversion)
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Cookie sync: merging audience data

https://freedom-to-tinker.com/blog/englehardt/the-hidden-perils-of-cookie-syncing/

When a user visits a site (e.g. ABC.com) including A.com as a third-party tracker. 
(1) The browser makes a request to A.com, and included in this request is the tracking 

cookie set by A.com. 
(2) A.com retrieves its tracking ID from the cookie, and redirects the browser to B.com, 

encoding the tracking ID into the URL. 
(3) The browser then makes a request to B.com, which includes the full URL A.com

redirected to as well as B.com’s tracking cookie. 
(4) B.com can then link its ID for the user to A.com’s ID for the user2



Browser fingerprinting
• A device fingerprint or 

browser fingerprint is 
information collected 
about the remote 
computing device for the 
purpose of identifying the 
user

• Fingerprints can be used to 
fully or partially identify 
individual users or devices 
even when cookies are 
turned off.

Eckersley, Peter. "How unique is your web browser?." Privacy Enhancing Technologies. Springer Berlin 
Heidelberg, 2010.
Acar, Gunes, et al. "The web never forgets: Persistent tracking mechanisms in the wild." Proceedings of 
the 2014 ACM SIGSAC Conference on Computer and Communications Security. ACM, 2014.

94.2% of browsers with Flash or 

Java were unique in a study



User segmentation and Behavioural 
Targeting

• Behavioural targeting helps online advertising

• From user – documents to user – topics

– Latent Semantic Analysis / Latent Dirichlet
Allocation

J Yan, et al., How much can behavioral targeting help online advertising? WWW 2009
X Wu, et al., Probabilistic latent semantic user segmentation for behavioral targeted advertising, 
Intelligence for Advertising 2009

User Topic Term



Lookalike modelling

• Lookalike modeling: finding new people who 
behave like current customers (converted)

Zhang, Weinan, Lingxi Chen, and Jun Wang. "Implicit Look-alike Modelling in Display Ads: 
Transfer Collaborative Filtering to CTR Estimation." ECIR (2016).



Transferred lookalike
Using web browsing data, which is largely available,  to infer the ad clicks

Zhang, Weinan, Lingxi Chen, and Jun Wang. "Implicit Look-alike Modelling in Display Ads: Transfer 
Collaborative Filtering to CTR Estimation." ECIR (2016). In Wednesday Information Filtering Track
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Reserve price optimisation

The task:
• To find the optimal reserve prices

The challenge:
• Practical constraints v.s common assumptions (bids’ distribution, bidding private values, 

etc.)

S Yuan et al., An Empirical Study of Reserve Price Optimisation in Display Advertising, 2014



Why

• Suppose it is second price auction

– Normal case: 𝑏2 ≥ 𝛼

– Preferable case: 𝑏1 ≥ 𝛼 > 𝑏2 (it increases the revenue)

– Undesirable case: 𝛼 > 𝑏1 (but there is risk)



• Suppose: two bidders, private values drawn from 
Uniform[0, 1]

• Without a reserve price (or 𝑎 = 0), the payoff 𝑟 is:

• With 𝑎 = 0.2:

• With 𝑎 = 0.5:

• With 𝑎 = 0.6:

An example

Ostrovsky and Schwarz , Reserve prices in internet advertising auctions: A field experiment, 2011

𝑟 = 𝐸 min 𝑏1, 𝑏2 = 0.33

𝑟 = 𝐸 min 𝑏1, 𝑏2 𝑏1 > 0.5, 𝑏2 > 0.5 + 0.5 × 0.5 = 0.42

𝑟 = 𝐸 min 𝑏1, 𝑏2 𝑏1 > 0.2, 𝑏2 > 0.2 + 0.32 × 0.2 = 0.36

𝑟 = 𝐸 min 𝑏1, 𝑏2 𝑏1 > 0.6, 𝑏2 > 0.6 + 0.6 × 0.4 × 2 × 0.6 = 0.405

Paying the second highest price Paying the reserve price



The optimal auction theory

• In the second price auctions, advertisers bid their private 
values [𝑏1, … , 𝑏𝐾]

• Private values -> Bids’ distributions
– Uniform

– Log-normal

• The publisher also has a private value 𝑉𝑝

• The optimal reserve price is given by:

Levin and Smith, Optimal Reservation Prices in Auctions, 1996

𝐹 𝒃 = 𝐹1 𝑏1 ×⋯× 𝐹𝐾(𝑏𝐾)

𝛼 −
1 − 𝐹 𝒃

𝐹′ 𝒃
− 𝑉𝑝 = 0



Results from a field experiment

• On Yahoo! Sponsored search

• Using the Optimal Auction Theory

Mixed results

Ostrovsky and Schwarz , Reserve prices in internet advertising auctions: A field experiment, 2011



1) Expected payoff of advertiser, publisher

2) Payoff for the advertiser could be negative if one 
has been bidding the max price
(𝑎𝑤1: to increase 𝑏1 so that 𝑏1 ≥ 𝛼) 3) One won’t do that, 

so discounted publisher’s payoff



The continuous bidding activity

The unchanged bidding pattern

The unchanged budget allocation 
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S Yuan et al., An Empirical Study of Reserve Price Optimisation in Display Advertising, 2014
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Fighting publisher fraud

• Non intentional traffic (NIT) / Non human traffic

– Web scrapers / crawlers

– Hacking tools

– Botnet

– Much of the spurious traffic is created by human 
but without users’ knowledge



A Serious Problem

Dave Jakubowski, Head of Ad Tech, Facebook, March 2016



The Old Fashion Way

– Put the police on the street
– Manually eyeball the webpage 

– Verify the address on the Google map 

– Follow how the money flows

– This approach just can’t scale and is not 
sustainable



Possible Solutions

– Rules

– Anomaly detection

– Classification algorithm

• Tricky to obtain negative samples

– Clustering algorithm

• Bots could display dramatically different behavior

– Content Analysis

• Fraudulent websites often scrape content from each 
other or legit websites 



Co-Visitation Networks

– Key observation: 

• Even the major sites only share at most 20% cookieID
within a few hours, let alone those long tail sites.

– Define a graph:

• Node: site

• Weighted edge: 
user overlap ratio of 
two sites

– Cluster this weighted undirected graph

– Fraud: big cluster with long tail sites

O Stitelman, et al., Using Co-Visitation Networks For Classifying Non-Intentional Traffic, KDD 2013



O Stitelman, et al., Using Co-Visitation Networks For Classifying Non-Intentional Traffic, KDD 2013

December 2011 Co-visitation Network where and edge indicates at least 50% 

overlap be- tween the browsers of both websites



O Stitelman, et al., Using Co-Visitation Networks For Classifying Non-Intentional Traffic, KDD 2013
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