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ABSTRACT
Knowledge tracing, which dynamically estimates students’ learn-

ing states by predicting their performance on answering questions,
is an essential task in online education. One typical solution for
knowledge tracing is based on Recurrent Neural Networks (RNNs),
which represent students’ knowledge states with the hidden states
of RNNs. Such type of methods normally assumes that students
have the same cognition level and knowledge acquisition sensi-
tivity on the same question. Thus, they (i) predict students’ re-
sponses by referring to their knowledge states and question rep-
resentations, and (ii) update the knowledge states according to the
question representations and students’ responses. No explicit cog-
nition level or knowledge acquisition sensitivity is considered in
the above two processes. However, in real-world scenarios, stu-
dents have different understandings on a question and have var-
ious knowledge acquisition after they finish the same question. In
this paper, we propose a novel model called Individual Estimation
Knowledge Tracing (IEKT), which estimates the students’ cogni-
tion on the question before response prediction and assesses their
knowledge acquisition sensitivity on the questions before updat-
ing the knowledge state. In the experiments, we compare IEKT
with 11 knowledge tracing baselines on four benchmark datasets,
and the results show IEKT achieves the state-of-the-art performance.
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Figure 1: An example of the question-answering process. Al-
though students A and B answer the same questions, their
cognition and acquisition levels are different. As for cogni-
tion, most of the questions are easy for student A, while
these questions are difficult for student B. As for acquisi-
tion, since student A has mastered the addition and multi-
plication, she (he) acquires less improvement after finishing
these questions. In contrast, as student B has only mastered
the addition, answering these questions can help hermaster
the multiplication and make more progress accordingly.

1 INTRODUCTION
Many online learning sites, like Yuantiku1, offer students a plat-

form to enhance the knowledge they have acquired. Students can
improve their skills by answering questions on such platforms. How-
ever, since the questions are prepared in advance, students may
answer the questions whose related concepts they have already
mastered, which has little help for improving their overall mas-
tery of the subject. Instead, students should focus on the questions
they have difficulty answering correctly, whichmeans the students
have not mastered the concepts behind the questions. Therefore,
dynamically estimating students’ learning states, identifying the
questions that are difficult for students to answer, and pushing
them into students’ to-answer lists is a crucial issue for online
learning sites.This consideration motivates the study of knowledge
tracing. Knowledge tracing can automatically estimate students’
learning states, which uses the question-answering history of stu-
dents to predict if they can correctly answer a new question. Due
to this attribute, knowledge tracing task is also beneficial to the
related tasks in online education, such as arranging the individual
learning path [12, 20] and recommending the learning materials
[10, 35].

In the literature, lots of efforts have been devoted to designing
deep models for knowledge tracing due to the power of deep learn-
ing [1, 5, 22, 26, 27, 29, 32, 36, 39]. One of representative among

1https://www.yuantiku.com/
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them is based on auto-regressive architectures, such as recurrent
neural networks (RNNs) [6, 16], where student’s knowledge states
(the mastery level of the concepts) are represented by the hidden
states of recurrent units. These frameworks can usually be formu-
lated into a two-stage process, namely the read and write stages,
as shown in Figure 2(a). To be more specific, in the read stage, the
hidden states of recurrent units and the question representations
are loaded and then fed into a multi-layer perceptron to predict the
probability of the students correctly answering the questions. On
the other hand, the write stage models the dynamic changes of stu-
dents’ knowledge states, by updating the corresponding recurrent
cell after receiving the feedback of one question.

Despite the success of the previous methods, some important
limitations still exist. First, these methods assume that students
share the same cognition level for a specific question, and thus di-
rectly use the question representations and the knowledge states
to make predictions without explicitly representing students’ cog-
nition levels on specific questions. However, students’ knowledge
backgrounds are distributed [2, 11, 28]. As a result, they have differ-
ent cognition levels for the same question, as Figure 1 shows. Sec-
ond, the previous methods assume that different students have the
same knowledge increment after they answer the same question
and give the same response. However, the distribution of students’
intelligence is diverse according to the theory of multiple intelli-
gence [14], and therefore students may have different sensitivity
in knowledge acquisition though they answer the same question
and give the same response, which as Figure 1 illustrates.Thus, the
lack of explicit modeling of cognition level and acquisition sensi-
tivity limits the performance of the previous works.

Based on these considerations, in this paper, we propose a novel
knowledge tracing model called Individual Estimation Knowledge
Tracing (IEKT). To be specific, IEKT introduces a cognition estima-
tion (CE)module in the read stage and a knowledge acquisition sen-
sitivity estimation (KASE) module in the write stage to tackle the
above challenges.TheCEmodule estimates students’ cognition lev-
els on questions according to their knowledge states and question
representations. The KASE module estimates students’ knowledge
acquisition sensitivity according to students’ knowledge states, re-
sponses and question representations. To search the optimal pa-
rameters of IEKT,we further apply a reinforcement learningmethod
to train IEKT. We evaluate IEKT on four benchmark datasets by
comparing it with 11 previous methods. The experiment results
demonstrate that IEKT achieves the new state-of-the-art perfor-
mance.

The main contributions of our paper are summarized as:

• We introduce the cognition level estimation module and knowl-
edge acquisition sensitivity estimation module to knowledge
tracing. To our knowledge, IEKT is the first one that explicitly
estimates individual cognition and knowledge acquisition sen-
sitivity on questions.

• We validate the performance of IEKT on four public datasets,
where IEKT outperforms all the compared baselines.

• We find that CE and KASE modules are also applicable to other
knowledge tracing methods. The experiments reveal that intro-
ducing CE and KASEmodules to the othermodels also enhances
their performance.

2 RELATEDWORKS
The knowledge tracing methods can be grouped into traditional

methods and deep learning-based methods. The traditional meth-
ods have comparable performance with the deep learning-based
methods in some cases, but the deep learning-based methods are
more powerful in general [38].

Most traditionalmethods are factor-based.They predict students’
responses according to the factors related to learning. One of the
classical methods is Bayesian Knowledge Tracing (BKT) [8, 40].
It uses binary variables to represent students’ knowledge states:
know the knowledge concepts (1) and not know the knowledge
concepts (0). BKT uses Hidden Markov Model to model the knowl-
edge states. It considers four factors affecting students’ responses:
initial knowledge states, learning rate, slip probability, and guess
probability. Another typical type is Factor Analysis methods [34,
37]. The simplest model is the Item Response Theory (IRT) [9]. It
measures students’ ability and the difficulty of questions to eval-
uate students’ capability and the probability of they correctly an-
swer the questions. Recent works elaborate the factors related to
learning. For instance, Vie and Kashima [34] introduced the fac-
tors like school ID, teacher ID, and they find that the performance
becomes better as the number of factors increases.

Most deep learning methods are state-based, which maintain
vectors to represent students’ knowledge states. One of the rep-
resentative methods is Deep Knowledge Tracing (DKT), which is
proposed by Piech et al. [27]. DKT represents students’ knowledge
states with the hidden states of LSTM [16], and predicts students’
responses by feeding the knowledge states to a binary classifier.
As students’ cognition improves when they interact with the ques-
tions, DKT updates their knowledge states by using question rep-
resentation and students’ responses. Many works obtain a better
performance by extending DKT: Nagatani et al. [24] considered the
forgetting behavior; Chen et al. [5] labeled the prerequisite rela-
tions among concepts; Su et al. [30] encoded question embeddings
with text description and Liu et al. [21] pre-trained the embeddings
of questions. Unlike the DKT-based methods which represent the
students’ knowledge states by a single vector, there are somemeth-
ods using multiple vectors to represent the knowledge states on
different concepts. One of the approaches is Dynamic Key-Value
MemoryNetworks (DKVMN) [41]. DKVMN stores the concept rep-
resentation in the keymatrix and the knowledge states in the value
matrix. Also, many works follow DKVMN. For instance, Abdelrah-
man andWang [1] improved DKVMN by introducing a hop-LSTM
layer, and Huang et al. [17] used the attention mechanism to aggre-
gate history states. Further, Nakagawa et al. [25] used the graph to
represent the concept relation, and updated the knowledge state
based on the graph. In addition to the state-based methods, Shen
et al. [29] applied convolutional neural networks (CNN) [19] on stu-
dents’ question-answering history, and Pandey and Karypis [26]
utilized attention mechanism [33] to replace the RNNs to assess
students’ knowledge states.

Although the previous methods have achieved sound results,
they assume that an arbitrary question means the same for all the
students. However, the students with different knowledge back-
grounds have different cognition and knowledge acquisition sen-
sitivity on the questions. Thus, in this paper, we propose a method
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called Individual Estimation Knowledge Tracing (IEKT) to solve
this problem. It evaluates students’ cognition before response pre-
diction and assesses their knowledge acquisition sensitivity before
updating the knowledge state.

3 PROBLEM DEFINITION
In this section, we briefly introduce the knowledge tracing task

with the notations used throughout the paper.We summarize them
in Table 1.

Suppose the question-answering history of a student is X𝑡−1 =
{(𝑞1, 𝑟1), (𝑞2, 𝑟2), . . . , (𝑞𝑡−1, 𝑟𝑡−1)}. Here, 𝑞𝑡 denotes the question
the student answers at step 𝑡 . And the binary variable 𝑟𝑡 denotes
the student’s response to the question 𝑞𝑡 :

𝑟𝑡 =

{1, if the student’s answer is right;
0, otherwise (1)

We then denote the set of all questions as 𝑄 = {𝑞𝑖 } |𝑄 |
𝑖=1 , and the

embedding of 𝑞𝑖 is represented by e
𝑞
𝑖 ∈ R𝑑𝑞 . In knowledge tracing,

each question is related to multiple concepts as it is illustrated in
Figure 1. We further denote the set of concepts as 𝐶 = {𝑐 𝑗 } |𝐶 |

𝑗=1,
and the corresponding embedding of concept 𝑐 𝑗 is represented by
e𝑐𝑗 ∈ R𝑑𝑐 .

The task of knowledge tracing is formulated as predicting the
probability that the student will correctly answer a new question
𝑞𝑡 at step 𝑡 , i.e., 𝑃 (𝑟𝑡 = 1|𝑞𝑡 ,X𝑡−1). We approach that by learning a
function 𝑓Θ parameterized by Θ to estimate the probability:

𝑟𝑡 = 𝑓Θ (·) (2)

Here, 𝑟𝑡 = 𝑃 (𝑟𝑡 = 1|𝑞𝑡 ,X𝑡−1), and (·) denotes the features we use
to predict the student’s response.

To obtain the probability that the student correctly answer 𝑞𝑡 ,
we define the following terminologies:

Definition 3.1. (Knowledge State).The student’s knowledge state
is her (his) mastery level of all the concepts. We denote a student’s
knowledge state at step 𝑡 as h𝑡 ∈ R𝑑ℎ .

Definition 3.2. (Cognition Level, Cognition Vector and Cog-
nition Matrix). Given a question 𝑞𝑡 , the student’s cognition level
on 𝑞𝑡 represents the level she (he) comprehends the question 𝑞𝑡 .
We use a cognition vector m𝑡 ∈ R𝑑𝑚 to represent the cognition
level. We represent the different cognition levels by a cognition
matrix M ∈ R𝑘×𝑑𝑚 , where 𝑘 denotes the number of cognition lev-
els. In particular,m𝑡 is a row vector of M.

Definition 3.3. (Knowledge Acquisition Sensitivity, Acqui-
sition Vector and AcquisitionMatrix ). Given a question 𝑞𝑡 , the
student’s knowledge acquisition sensitivity represents the level of
knowledge increment after the student answers the question 𝑞𝑡
and receives the feedback. We use an acquisition vector s𝑡 ∈ R𝑑𝑠

to represent the knowledge acquisition sensitivity. We represent
the different knowledge acquisition sensitivity levels by acquisi-
tion matrix S ∈ R𝑏×𝑑𝑠 , where 𝑏 denotes the number of sensitivity
levels. In particular, s𝑡 is a row vector of S.

Table 1: Notations and descriptions.

Notations Descriptions

X𝑡−1 Student’s question-answering history.
𝑞𝑖 , 𝑐 𝑗 The question and the concept.
𝑄,𝐶 The set of questions and the set of concepts.
e𝑞𝑖 , e

𝑐
𝑗 The embedding of question and concept.

𝑟𝑡 , 𝑟𝑡 The predicted probability and the true label.
M,m𝑡 The cognition matrix and the cognition vector.
S, s𝑡 The acquisition matrix and the accquistion vector.
h𝑡 The knowledge state.

4 METHOD
Previous state-based methods for the knowledge tracing task

can usually be formulated into read and write stages. However,
these methods do not take the cognition level and knowledge ac-
quisition sensitivity into account, which leads to inadequate per-
formance. To bridge this gap, we propose a model called Individual
Estimation Knowledge Tracing (IEKT), which introduces a Cogni-
tion Estimation (CE) module into the read stage and the Knowl-
edge Acquisition Sensitivity Estimation (KASE) module into the
write stage as Figure 2(b) shows. Specifically, the CE module is de-
signed to estimate students’ cognition levels on questions, which
enhances response prediction. And the KASE module estimates
students’ knowledge acquisition sensitivity on the questions, which
assists the update of knowledge states. The details of IEKT are in-
troduced as follows.

4.1 The read stage
Like the previous methods, IEKT also relies on the knowledge

states and question representations to predict students’ responses.
However, different from the previous methods, IEKT introduces a
cognition estimation (CE) module, which estimates students’ cog-
nition on the questions before making final predictions.

Cognition estimation (CE). As we assume that students have dif-
ferent cognition on the questions, we use students’ knowledge states
and the question representations to estimate their cognition lev-
els on the questions. Like the previous methods, we represent stu-
dents’ knowledge states with the hidden states of RNN. We repre-
sent the question 𝑞𝑡 with the following form:

v𝑡 = e𝑞𝑡 ⊕ e𝑐𝑡 , (3)

where we have v𝑡 ∈ R(𝑑𝑞+𝑑𝑐 ) and e𝑐𝑡 ∈ R𝑑𝑐 denotes the average
embedding of the concepts which are related to question 𝑞𝑡 . ⊕ de-
notes the concatenation.

Then, we concatenate the question representation v𝑡 with the
knowledge state h𝑡 of the student,

h𝑣 = h𝑡 ⊕ v𝑡 , (4)

where we have h𝑣 ∈ R𝑑𝑣 and 𝑑𝑣 = 𝑑ℎ + 𝑑𝑞 + 𝑑𝑐 . Then we feed the
concatenation to a mapping function 𝑓𝑝 to obtain the index prob-
ability distribution of the cognition vectors. We sample an index
from the distribution:

𝑖𝑚,𝑡 ∼ 𝑓𝑝 (h𝑣), (5)
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(a) The previous RNN-based works. (b) The framework of IEKT. (c) The CE modules. (d) The KASE module.

Figure 2: The frameworks and details of IEKT

and then pick the cognition vector which represents the student’s
cognition levels from the cognition matrix M:

m𝑡 = M[𝑖𝑚,𝑡 ], (6)

Response prediction. We introduce the cognition vector to the
response prediction by concatenating it with the knowledge states
and question representation. Then, we use the concatenation to
obtain the probability that the student correctly answer question
𝑞𝑡 :

y𝑡 = 𝑅𝑒𝐿𝑈 (W1 · [m𝑡 ⊕ h𝑣] + b1),
𝑟𝑡 = 𝛿 (W2 · y𝑡 + b2),

(7)

where W1, W2, b1, b2 are trainable parameters. W1 ∈ R𝑑𝑟×𝑑𝑟 ,
𝑑𝑟 = 𝑑𝑣 + 𝑑𝑚 , W2 ∈ R𝑑𝑟×1, b1 ∈ R𝑑𝑟 , b2 ∈ R. 𝛿 denotes the
sigmoid function:

𝛿 (x) = 1
1 + 𝑒−x

(8)

4.2 The write stage
Students acquire knowledge as they interact with the questions,

and their knowledge states change accordingly. We assume that
students have different knowledge acquisition sensitivity on the
same question. Thus, we use the KASE module to explicitly esti-
mate students’ knowledge acquisition sensitivity.

Knowledge acquisition sensitivity estimation (KASE). Our estima-
tion considers the knowledge state, the question representation,
the response, and the predicted response.

First, we concatenate h𝑣 with the predicted response:

v𝑝 =

{h𝑣 ⊕ 0, 𝑟𝑡 ≥ 0.5,

0 ⊕ h𝑣, 𝑟𝑡 < 0.5,
(9)

and we concatenate h𝑣 with the ground-truth response as

v𝑔 =

{h𝑣 ⊕ 0, 𝑟𝑡 = 1,

0 ⊕ h𝑣, 𝑟𝑡 = 0,
(10)

where 0 ∈ R𝑑𝑣 , v𝑝 ∈ R2𝑑𝑣 and v𝑔 ∈ R2𝑑𝑣 .
Then, we concatenate v𝑝 and v𝑔 to obtain the vector that con-

siders both the predicted response and the ground-truth response

under the knowledge state and question representation,
v𝑚 = v𝑝 ⊕ v𝑔 . (11)

Here, we utilize both the predicted response and the ground-truth
response. The motivation is that students may guess or slip when
they interact with questions. We consider both of them to decrease
the noise caused by these factors.

We use v𝑚 and amapping function 𝑓𝑒 to select the vector from S,
which represents the level of the student’s knowledge acquisition
sensitivity,

i𝑠,𝑡 ∼ 𝑓𝑒 (v𝑚),
s𝑡 = S[𝑖𝑠,𝑡 ] .

(12)

Knowledge state update. We concatenate the acquisition vector
s𝑡 with the question representation according to the response 𝑟𝑡 ,

v𝑖 =
{v𝑡 ⊕ s𝑡 , 𝑟𝑡 = 1,

s𝑡 ⊕ v𝑡 , 𝑟𝑡 = 0,
(13)

where v𝑖 ∈ R𝑑𝑖 , 𝑑𝑖 = 𝑑𝑞 + 𝑑𝑐 + 𝑑𝑠 .
Then, we feed v𝑖 and the current knowledge state h𝑡 to the RNN

cell to update the student’s knowledge state. In our case, we adopt
the GRU [6],

u𝑟 = 𝛿 (W𝑟 · (v𝑖 ⊕ h𝑡 ) + b𝑟 ),
u𝑧 = 𝛿 (W𝑧 · (v𝑖 ⊕ h𝑡 ) + b𝑧),
uℎ = 𝑡𝑎𝑛ℎ(Wℎ · (v𝑖 ⊕ (u𝑟 ∗ h𝑡 )) + bℎ),

h𝑡+1 = (1 − u𝑧) ∗ uℎ + 𝑢𝑧 ∗ h𝑡 .

(14)

Here, W𝑟 , b𝑟 , W𝑧 , b𝑧 , Wℎ , bℎ are trainable parameters, where
W𝑟 , W𝑧 ,Wℎ ∈ R𝑑ℎ×(𝑑𝑖+𝑑ℎ) and b𝑟 , b𝑧 , bℎ ∈ R𝑑ℎ .

4.3 Model Learning
As we directly sample the index of cognition vector and acqui-

sition vector in Eq. 5 and Eq. 12, some gradients in the network
are cut off and cannot back-propagate. We apply the Policy Gradi-
ent [31], which is a classical reinforcement learning algorithm, to
optimize the selection of cognition vectors and acquisition vectors.

For the cognition vector selection (Eq. 5), we use the h𝑣 (Eq. 4)
as the state in reinforcement learning. The action set is 𝐴𝑚 =
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{0, 1, 2, ..., 𝑘}. Each element in 𝐴𝑚 represents the index of the
cognition vector. The stochastic policy is denoted by a mapping
function 𝑓𝑝 (Eq. 5). The reward 𝑢𝑡 depends on the prediction:

𝑢𝑡 =


1
𝑇

, if the prediction is correct,

0 , otherwise
(15)

Here, 𝑇 denotes the length of the question-answering sequence.
The loss for cognition vector selection is:

L𝑚 = −
𝑇∑
𝑡

log 𝑓𝑝 (𝑖𝑚,𝑡 |h𝑣)𝑢𝑡 , (16)

𝑓𝑝 (𝑖𝑚,𝑡 |h𝑣) represents the probability of the policy 𝑓𝑝 taking the
action 𝑖𝑚,𝑡 at the state h𝑣 (Eq. 5).𝑢𝑡 denotes the cumulative reward
at step 𝑡 , which is computed from 𝑢𝑡 :

𝑢𝑡 = 𝑢𝑡 + 𝛾𝑢𝑡+1 (17)

where 𝛾 is the discount factor.
For the acquisition vector selection (Eq. 12), we use the v𝑚 (Eq. 11)

as the state. The action set is𝐴𝑠 = {0, 1, 2, ..., 𝑏}, in which each el-
ement represents the index of the acquisition vector. The policy is
the mapping function 𝑓𝑒 (Eq. 12). The reward is similar to the cog-
nition vector selection. The loss for acquisition vector selection is:

L𝑠 = −
𝑇∑
𝑡

log 𝑓𝑒 (𝑖𝑠,𝑡 |v𝑚)𝑢𝑡 , (18)

where 𝑓𝑒 (𝑖𝑠,𝑡 |v𝑚) represent the probability of the policy 𝑓𝑒 taking
the action 𝑖𝑠,𝑡 at state v𝑚 (Eq. 12).

Thus, for the cognition vector selection and acquisition vector
selection, the loss is:

L𝑚𝑠 = L𝑚 + L𝑠 (19)

Our objective for selecting vectors is to minimize L𝑚𝑠 .
For the knowledge tracing task, the objective is response pre-

diction. It predicts the probability that the student can correctly
answer questions. The objective function for this goal is to min-
imize the negative log-likelihood of predicted probability 𝑟𝑡 and
the true label 𝑟𝑡 . That is:

L𝑐 = −
𝑇∑
𝑖=1

(𝑟𝑖 log 𝑟𝑖 + (1 − 𝑟𝑖 ) log(1 − 𝑟𝑖 )) . (20)

The learning parameters of our method are the embedding of
concepts and questions, the cognition matrix M, and the knowl-
edge acquisition sensitivitymatrix S, theweights inGRU, theweights
in mapping function 𝑓𝑝 , 𝑓𝑒 and the weights in response prediction
W1,W2, b1, b2. The parameters are jointly learned by minimizing
the loss for both knowledge tracing and vectors selection:

L = L𝑐 + 𝜆L𝑚𝑠 . (21)

The overall training procedure is described as in Algorithm 1.

5 EXPERIMENT
In this section, we present our experiment settings and the corre-

sponding results in detail. We also make some discussions with an

Algorithm 1: Training procedure of IEKT
1 Randomly initialize the learning parameters;
2 while not converged do
3 for batch in data do
4 for (t = 0; t < T; t = t + 1) do
5 estimate the students’ cognition levels (Eq. 6);
6 predict the responses (Eq.7);
7 estimate the students’ acquisition levels (Eq.12);
8 update the knowledge states (Eq. 14);
9 obtain the current rewards (Eq. 15);

10 end
11 compute the cumulative rewards (Eq. 17);
12 compute the vector selection loss (Eq. 19);
13 compute the knowledge tracing loss (Eq. 20);
14 compute the gradient and update the parameters

w.r.t the loss L(𝐸𝑞. 21);
15 end
16 end

extended investigation to illustrate the effectiveness of our model.
Moreover, we have also released our code2 of IEKT.

5.1 Dataset
We evaluate our method on four public datasets: ASSIST09, AS-

SIST12, EdNet, and Junyi. All of the four datasets are sampled from
the logs of students’ question-answering history. We take the IDs
of questions, the IDs of the concepts which are related to the cor-
responding questions, and students’ responses from records. The
statistics of the four datasets are shown in Table 2. The maximum
length of students’ question-answering history is set to 200. We
split 80% data for training and validation, and 20% for testing.

ASSIST09. This dataset is gathered from the ASSISTments on-
line tutoring platform [13]. We filter out the records without con-
cept tags and the studentswhose question-answering history length
is less than ten. Each question in this dataset is related to one to
four knowledge concepts.

ASSIST12. This dataset is also gathered from the ASSISTments
online tutoring platform [13], and we do the same preprocessing as
ASSIST2009. Each question in this dataset is related to one knowl-
edge concept.

EdNet. This dataset is contributed by Choi et al. [7]. It is col-
lected from Santa, an AI tutoring service platform. EdNet is com-
posed of 131,441,538 records, which involve 784,309 students. As
the full dataset requiresmany computation resources, we randomly
sample 4,702 students’ learning records from this dataset. In the
samples, the question-answering history of all the students is more
than ten. Each question is related to one to seven knowledge con-
cepts.

Junyi. This dataset was collected from Junyi Academy, an e-
learning website [4]. This is also a large scale dataset like EdNet.

2Source code and datasets will be available at https://github.com/githubg0/iekt
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Table 2: Dataset Statistics.

Dataset ASSIST09 ASSIST12 EdNet Junyi
Students 2,968 22,422 4,702 7,000
Records 185,110 1,839,429 326,267 622,781
Questions 15,003 45,543 11,060 1,978
Concepts 121 99 189 39
Questions Per Concept 150.76 460.03 128.73 50.72
Concepts Per Question 1.22 1.0 2.21 1.0
Attempts PerQuestion 12.34 40.39 29.50 314.85
Attempts Per Concept 1914.21 18,580.10 4026.93 15,968.74
Positive Label Rate 63.80% 69.60% 59.69 % 67.30%

To make the computation resource affordable for us, we randomly
sample 7,000 students whose learning history length is more than
ten from the dataset. Each question in this dataset is related to one
knowledge concept.

5.2 Baselines
To evaluate the effectiveness of our model, we compare our

method with four groups of 11 knowledge tracing models. They
are:

Traditionalmethods. Thesemethods predict the students’ responses
according to the factors that affect students’ learning.
• BKT [8] uses binary variables to represent students’ knowledge
states, which indicate whether a studentmasters the related con-
cepts. It applies the Bayesian network to learn the factors which
affect students’ responses, such as learning rate, slip and guess
probability.

• KTM [34] considers the side information like questions, con-
cepts, and uses factorization machine to predict students’ re-
sponses. In this paper, we only take questions, and concepts into
consideration to keep consistent with other models.

Single-state methods. Thesemethods maintain one vector to rep-
resents the knowledge state of a student.
• DKT [27] represents students’ knowledge states with the hidden
states of RNN. It updates students’ knowledge states by feeding
the question representation into RNN, and uses the knowledge
states to predict students’ responses.

• DFKT [24] is similar to DKT in knowledge states representa-
tion and update. However, DFKT considers the impact of for-
getting behavior on students’ responses. Thus, it introduces the
repeated time gap, sequence time gap, and past trial counts into
the input of RNN.

• DHKT [36] also uses the hidden states of RNN to represent the
knowledge states like DKT. However, different from DKT, it
considers both the knowledge state and question in students’
response prediction.

• EERNNA [17] uses the hidden states of RNN to represent stu-
dents’ knowledge states. Except for the current knowledge state
and question, it considers the impact of the previous states on
the current response prediction.

Multi-state methods. These methods maintain a vector for each
concept to represent students’ knowledge states.
• DKVMN [41] uses the Key-value memory network to store stu-
dents’ knowledge states, and it updates the knowledge states of
all the concepts when students interact with questions.

• GKT [25] introduces a graph to represent the relation of con-
cepts. It updates the knowledge states by referring to the graph.

State-free methods. These methods maintain no vector to repre-
sent students’ knowledge states.
• CKT [29] considers the historical relevant performance and concept-
wised percent correct of students. It applies CNN on the concate-
nation of these factors to capture the individual learning rate
and predict students’ responses.

• SAKT [26] introduces the self-attention [33] to capture the cor-
relation of questions and the responses of the students.

• AKT-NR [15] uses the Transformer [33] to model the question-
answering sequence of students. However, it adopts the expo-
nential decay in multi-head attention score.

5.3 Implementation Details
The dimension of the knowledge state (hidden state of RNN) is

64. The dimension of question embedding and concept embedding
are also 64. We use multiple layer perceptron to implement the
mapping function 𝑓𝑝 , 𝑓𝑒 . The number of hidden layer is one for
both mapping functions. For all the datasets, we set M ∈ R10×128,
S ∈ R10×128. We use a one-layer GRU to update the knowledge
states of students. The 𝛾 in Eq. 17 is 0.93. The 𝜆 in Eq. 21 is 40. The
optimizer is Adam [18], and the learning rate is 0.001, weight decay
is 0.0001.

For the baselineswhich use RNN to update the knowledge states,
we also applyGRU for fairness.The hyperparameters of eachmodel
are carefully tuned to the best performances to make the results
comparable. For all of the deep methods,we represent the question
in a same manner.

5.4 Experiment Result
We measure the ACC, AUC, and the statistical significance to

evaluate the performance of compared models. Specifically, we de-
ploy aMannWhitney U test [23] under AUCmetric, and a t-test [3]
under ACC metric. A higher AUC (ACC) indicates a better perfor-
mance in predicting students’ responses. Table 3 shows the con-
verged ACC, AUC, and the statistical significance of our model
against the baseline models.

According to Table 3, we observe that our method outperforms
all of the 11 baselines and achieves the best performance. On the
ASSIST09, our model outperforms the best baseline (GKT) by 0.84%
in ACC and 1.77% in AUC. On the ASSIST12, our model outper-
forms the best baseline by 1.07% (DHKT) in ACC and 2.43% (AKT-
NR) in AUC. On the EdNet, our model is better than the best base-
line (AKT-NR) by 1.42% in ACC and 2.17% in AUC. On the Junyi,
our model is better than the best baseline (DHKT) by 0.58% in ACC
and 0.60% inAUC. It deserves tomention that although ourmethod
is similar to DHKT in the basic framework, our model is signif-
icantly better than DHKT. That means introducing the CE and
KASE modules into knowledge tracing benefits the performance.
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Table 3: The performance on four public datasets. * indicates p-value < 0.05 in the significance test.

Group Model ASSIST09 ASSIST12 EdNet Junyi
ACC AUC ACC AUC ACC AUC ACC AUC

Traditional BKT 0.6142 0.6418 0.6028 0.5987 0.5334 0.5516 0.7043 0.7165
KTM 0.6764 0.6552 0.7166 0.6934 0.6634 0.7004 0.7211 0.7207

State-free
CKT 0.6845 0.7025 0.6992 0.6465 0.6208 0.6363 0.8216 0.8805
SAKT 0.6730 0.6804 0.7150 0.6914 0.6660 0.6984 0.7609 0.8004

AKT-NR 0.6825 0.6949 0.7221 0.7098 0.6703 0.7087 0.8096 0.8595

Multi-state DKVMN 0.7076 0.7066 0.7048 0.6252 0.6660 0.6979 0.8342 0.8884
GKT 0.7258 0.7544 0.7179 0.6872 0.6639 0.6936 0.8072 0.8586

Single-state

DKT 0.7102 0.7220 0.7041 0.6398 0.6454 0.6580 0.7969 0.8462
DFKT 0.7073 0.7215 0.7045 0.6447 0.6428 0.6526 0.8009 0.8567
DHKT 0.7203 0.7423 0.7239 0.7088 0.6594 0.6877 0.8398 0.8939

EERNNA 0.7115 0.7359 0.7227 0.7012 0.6693 0.7032 0.8091 0.8665
IEKT 0.7342* 0.7720* 0.7346* 0.7341* 0.6845* 0.7305* 0.8456* 0.8999*
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Figure 3: The improvement on different types of methods.
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Figure 4: The convergence curves.

Table 4:The performance of introducing CE or KASE to single-state methods. ∗ indicates p-value < 0.05 in the significance test.

Model ASSIST09 ASSIST12 EdNet Junyi
ACC AUC ACC AUC ACC AUC ACC AUC

DKT 0.7102 0.7220 0.7041 0.6398 0.6454 0.6580 0.7969 0.8462
DKT + CE 0.7097 0.7224 0.7046* 0.6422 0.6452 0.6561 0.7993* 0.8516

DKT + KASE 0.7136* 0.7280 0.7046* 0.6418 0.6459* 0.6591 0.7971* 0.8474

DFKT 0.7073 0.7215 0.7045 0.6447 0.6428 0.6526 0.8009 0.8567
DFKT + CE 0.7119* 0.7316* 0.7045 0.6450* 0.6459* 0.6604* 0.8024* 0.8592*

DFKT + KASE 0.7139* 0.7350* 0.7055* 0.6484* 0.6483* 0.6659* 0.8037* 0.8604*

EERNNA 0.7115 0.7359 0.7227 0.7012 0.6693 0.7032 0.8091 0.8665
EERNNA + CE 0.7139* 0.7438* 0.7263* 0.7126* 0.6738* 0.7105* 0.8108* 0.8671*

EERNNA + KASE 0.7163* 0.7467* 0.7257* 0.7093* 0.6778* 0.7177* 0.8128* 0.8690*

We can observe that deep learning-based methods are superior
to the traditionalmethods inmost cases. However, traditionalmeth-
ods have comparable even better performance in some cases. For
instance, KTM is better than DKT, DFKT, DKVMN, CKT and SAKT

in ASSIST12, and better than DKT, DFKT, DHKT and CKT in Ed-
Net. State-free methods have a deficiency in ASSIST09. However,
they have comparable performance with the state-based methods
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Table 5: The different variants of comparative settings.

CE
module

L𝑚 in
Eq. 19

KASE
module

L𝑠 in
Eq. 19

GRU
layers

MovCE × × ✓ ✓ 1
MovKASE ✓ ✓ × × 1
MovRL ✓ × ✓ × 1
MovCK × × × × 1
MovCKI × × × × 3
IEKT ✓ ✓ ✓ ✓ 1

in ASSIST12, EdNet and Junyi. In general, there is no obvious differ-
ences in performance among state-free methods, multi-state meth-
ods and single-state methods.

We also contrast the performance of our method with the best
methods in different groups, which as Figure 3 shows. Compared
with multi-state methods, our method only uses one vector to rep-
resents students’ knowledge states on all concepts. However, our
method is superior to all the multi-state methods. It outperforms
these methods by 0.84% - 1.85% in ACC and 1.15% - 4.70% in AUC.
Compared with the single-state methods, our method also demon-
strates superior performance, especially in ASSIST09, ASSIST12,
and EdNet. It improves the ACC by 1.07% - 1.51%, and promotes
the AUC by 2.53% - 2.97%. However, it has the least improvement
on Junyi, which outperforms these methods by 0.58% in ACC and
0.60% in AUC. We assume the reason is that the task is easier
in Junyi than other datasets. Compared with the state-free meth-
ods, although we applied no attention mechanism, our method has
1.25% - 4.97% improvement in ACC and 1.95% - 6.96% improvement
in AUC.

We also compare the learning curves of deep learning methods.
As shown in Figure 4, our method converges quickly and demon-
strates good stability.

5.5 Ablation Study
To further investigate the contributions of the modules in IEKT,

we conduct some ablation studies on ASSIST09. We have five com-
parative settings:
• MovCE removes CE module from IEKT. That means, we ignore
students’ cognition levels (m𝑡 in Eq. 7) when predicting their
responses. It deserves to mention that we also remove the L𝑚

in Eq. 19, which is related to the cognition vector selection.
• MovKASE removes KASE module from IEKT. We ignore stu-
dents’ knowledge acquisition sensitivity and directly concate-
nate v𝑡 with the students’ responses like the previous works.
Correspondingly, we also remove L𝑠 in Eq. 19.

• MovRL removes the Policy Gradient from the model learning.
That means our training strategy is same to the previous work.

• MovCK removes bothCE andKASEmodules in IEKT.Thatmeans
we do not consider the individual cognition and acquisition sen-
sitivity on the questions.

• MovCKI removes both CE and KASE modules in IEKT and in-
creases the layer of GRU to three layers (as we reuse the knowl-
edge states in CE module and KASE module. We aim to inves-
tigate whether the reusing of knowledge state causes the im-
provement in performance).
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Figure 5: The contribution of modules in IEKT.
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Figure 6: The impact of hyperparameters.

We contrast the differences of the comparative settings in Table
5, and we visualize the performance of the comparative settings
in Figure 5. From Figure 5, we can observe that the performance
of IEKT will decrease no matter which module of the model is re-
moved. That means all of these modules have a contribution to
the performance. We can also observe that removing the KASE
from IEKT (MovKASE) has more significant influence on the per-
formance than removing CE (MovCE).We assume that because the
KASE affects all the predictions in the future, but the CE only af-
fects the current response prediction. Thus, removing CE module
has less influence on performance. We can also find that removing
the optimization of reinforcement learning from training (MovRL)
also affects IEKT’s performance. We have stated the reason previ-
ously, the vectors selection cut off some gradients in the network,
which affects the learning of parameters. The IEKT has a better
performance than MovCKI, which indicates that the performance
of IEKT is not the result of rough increasing the layer of networks.
That means IEKT is reasonable.

To validate whether CE and KASE are applicable to the other
single-statemethods, we introduce the CE andKASE toDKT,DFKT,
and EERNNA. Here, we did not apply CE and KASE to DHKT, be-
cause our basic framework is similar to DHKT. We transfer the
same CE and KASEmodules from IEKT to these models without re-
fining.We test the performance of thesemodels on all four datasets.
The experiment results are shown in Table 4. From the table, we
can observe that introducing CE and KASE will improve the per-
formance in most cases.

5.6 Sensitivity Analysis
To investigate the sensitivity of our model, we evaluate the im-

pact of different hyperparameters on the performance of ourmethod.
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(a) Cognition vectors distribution. (b) Acquisition vectors distribution. (c) Student accuracy distribution.

Figure 7: The cognition distribution and acquisition sensitivity distribution.

(a) The similarity of cognition vectors. (b) The similarity of acquisition vectors.

Figure 8: The similarity of vectors.

We test the performance of ourmethod under different action space
for cognition vectors, different action space for acquisition vec-
tor. All experiments are conducted on ASSIST09. We set the action
space from 10 to 45 with five intervals, and the other hyperparam-
eters remain the same in the experiments. As it is illustrated in
Figure 6, for both cognition and acquisition sensitivity tests, the
performance has no obvious volatility in ACC and AUC when we
change the value of the hyperparameters from 10 to 45.Thatmeans
our method has good stability. Thus, the optimal hyperparameters
of our method are easily obtained.

5.7 Vector Distributions
We compute the similarity of the cognition vectors and the ac-

quisition vectors. The results are shown in Figure 8. We can find
that these vectors are different from each other. That means each
vector in the cognition matrix represents the different cognition
levels. Each vector in the acquisition matrix also represents the
different knowledge acquisition sensitivity levels.

As students’ cognition levels and their knowledge acquisition
sensitivity represent their learning capability, we contrast the dis-
tribution of the selected vector indexes with question-answering
accuracy as shown in Figure 7. Like many question-answering and
examination results in the off-line education scenario [2, 11, 28],
the students’ accuracy in this dataset is also close to the Z-score
distribution as Figure 7(c) shows. There are a large number of stu-
dents whose accuracy ranges from 50% - 85%. However, the num-
ber of students whose accuracy less than 50% or more than 85%
is small. We can also observe the same pattern in cognition vec-
tor and acquisition vector selection as Figure 7(a) and (b) shows.
Some cognition vectors and sensitivity vectors are selected many
times, while some are selected limited times. It demonstrates that

our model learns that some of the cognition vectors and acquisi-
tion vectors are shared by many students. However, some are only
applicable to a minority of students. That means most students
have a similar understanding on the same question. In contrast,
minority students have different understanding on the question.
Furthermore, Most of the students have ordinary knowledge ac-
quisition sensitivity. However, a small number of students have
strong sensitivity on questions. They can master a knowledge con-
cept within a few interactions with the related questions, but some
students need to pay more efforts to their studies until they master
the knowledge concepts. This phenomenon is consistent with the
capability reflected by question-answering accuracy in Figure 7(c).

6 CONCLUSION
In this paper, we propose a knowledge tracing model called

IEKT, which is a single-state RNN-based method. Compared with
the previous RNN-based methods, it introduces the CE and KASE
modules to model the student characters.The CEmodule estimates
students’ cognition on the questions according to their knowledge
states and the question representation. The KASE estimates stu-
dents’ knowledge acquisition sensitivity according to their knowl-
edge states, their responses, and the question representation. In
model training, we apply the reinforcement learning to assist the
optimal searching. We validate the performance of IEKT on four
public datasets, and compare it with 11 knowledge tracing meth-
ods. As IEKT considers students’ cognition levels and knowledge
acquisition sensitivity on questions, it has superior performance
comparedwith other knowledge tracingmodels.We also introduce
our CE and KASE to the other single-state models. The modules
improve their performance in most cases. That means our CE and
KASE also applicable to these models.

IEKT improves the performance of knowledge tracing. However,
we find that the selected cognition vectors are concentrated on a
small part of the vectors in the cognition matrix. That means there
is still a gap between the learning result and students’ capability
distribution in the real world.The expectation might be better than
the result we obtained. Thus, future works can further explore the
solutions to compensate for this deficiency.
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