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Multi-agent ReinforcementLearning
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A set of autonomous agents that share a common environment



MARLApplication: Al PlaysMultiplayers Online Games
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Attention Neron B Bidirectional RNN QP Policy Action @ Value Function @ Reward Shaping ‘ﬁ Agent

8 (2) Multiagent policy networks with grouping (b) Multiagent Q networks with reward shaping

https://www.youtube.com/watch?v=kW2q15MNFu

http://v.youku.com/v show/id XMjcyMTEOMDKwWNA%3D%
html

Peng P, Yuan Q, Wen Y, Yang Y, Tang Z, Long H, MialtiggentBidirectionallyCoordinated Nets for Learning to Play StarCraft
Combat Games. NIPS17 Emergent Communication WorkéEbtapCraftAl beating Facebookmethods)



https://www.youtube.com/watch?v=kW2q15MNFug
http://v.youku.com/v_show/id_XMjcyMTE0MDkwNA==.html

MARLApplication: Bidding Machinan Online Advertising
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The goal is tonaximse the user responses on displayed ads

Cai, H., K. Ren, W. Zhag, K. Malialis, and J. Wang. "Real-Time Bidding by Reinforcement Learning in Display Advertising."
In The Tenth ACM International Conference on Web Search and Data Mining (WSDM). ACM, 2017.



MARLApplication: Text Generation

| Discriminator Dy _;, _________ j| LeakGAN | A woman holding an umbrella while standing against a sidewalk.
ED | I g ,  oftmax | A bathroom with a toilet and sink and mirror.
: (CNN) L, e : A train rides along the tracks in a train yard.
U ermtion” sremedti o A man with a racket stands in front of a shop window.
P e 0 A red and white photo of a train station.
| enerator Gy Manager - Feature | The bath il d dv f ¢
| (LSTM™) subgosl | e bathroom is clean and ready for us to use .
| Msi il :0,) L8 | A man is walking with his dog on the boardwalk by the beach.
N i sl near | A man in a shirt and tie standing next to a woman.
LSTM Sub-goa rojection .
Last word! W) iwr yig) | A couple of luggage cart filled with bags on a shelf.
i I ction oftmax l
e | Emﬁi)édding - Sgafrtnple T L h:2 T L h:40
With no BP L__ _9" _______________ _)l Next Word 10.5 eXt. engt. :20 T T ext engt S
Xi+1 3 200
A Thegeneratoris responsible to 2 os
generate the next word, and the L 90
discriminatoradversarialljudges 3 85
]
the generated sentence 2 j:
The discriminator reveals its g |
internal state to guide the generator o5 .

0 50 100 150 200 250 0 50 100 150 200

more informatively and frequently. Training epoch Training epoch

Long Text Generation via Adversarial Training with Leaked Information
LianminZheng Jiachengrang, HaiCaj WeinanZhang, Jun Wang, and Yong Yu
arXiv:1709.08624vAAAI2018



Difficulty in Multi-agentLearning(MAL)

A MALis fundamentally difficult
I since agents not only interact with the

environment but also with each other "
A If usesingleagentQ learningby AN
considemgother agents as a part of the' (f i
environment \\\f\f\\,{////f, /]

i Suchasettingbreaks the theoretical N

convergence guarantees and makes the
learning unstable
..e.,the changes In strategy of one agent would
affect the strategies of other agents and vice
versa



Sequential Decision Making

Includes:

A Markov decision processe:
I one decision maker
I multiple states
A Repeated games
I multiple decision makers
| one state(e.g.,onenormalform game)
A Stochastic games (Markov games)
I multiple decision makers
I multiple stateqe.g.,multiple normalform games)

MDPs
- Single Agent
- Multiple State

Stochastic Games
- Multiple Agent
- Multiple State

10



Recall:Markov Decision Processes

A MDPisasingleagent, multiple statdramework

A AMarkov decision proce¢®DP) is a tuple, (S, A, T, R),
I where S is the set (lates,

- Ais the set of actions,

|
I Tis atransition function®x{ [hwn Z M6 X

A (The transition function defines a probability distribution over next states asa
Fdzy O A2y 2F (0UKS OdzNNByand adl ¢S | yR 0

I Risareward functions! [bh wo

A (The reward function defines the reward received when selecting an action
from the given statg

A Solving MDPs consists of findinga policy Y b ! = Y I LILJA
to actions so as to maximize discounted future reward with

discount factor )
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Recall:Matrix Games

A Matrix gamesare a multi-agent(player) single statdramework
A Amatrix gameor normakorm gameis a tuple (n,A R ),
where
I nis the number of players,
I As the set of actions available to player
I (and A is the joint action space A--- XA, and
i RAa LX &SN AQa LI ez2FF Fdzy OQuaAazy
A The players select actions from their available set and
receive a payoff that depends @l KS LJX F @ SNARAQ |

A These are often called matrix games, sinceRfenctions can
be written as rdimensional matrices

Example matrix games. Games (@) and (b) are zero-sum games, and (c) is ageneral-sum game

O’0'1 1U [2 0]
- ] _

F\’1=[Ti'ﬂ RI=U 1 011UV =101

Tl 1 O - -

- - 10

R =1R R =1HFRR Ry = 02

(a) Matchingpennies (b) Rock-papefscissors (c) Coordinationgame



Recall:Matrix Games

non- conflicting interests

ST T

general-sum games

many Nash equilibrium:
quadrafic programming

Team games

conflicting interests

Zero-sum games

one Nash equilibrium:
linear programming

coordination games

Prisoner’s Dilemma

Bach or Stravinsky

Chicken Rock-paper-scissors

Matching pennies




Exercise 2x2 zeresum gamegeneralsolution

A Consider a general22 zero-sumgame matrix

a b
ad c

where a, b, c, d are the rewards for playerdw( player) Thereward
matrix for col playeris cA.

A find the value of the gamand at least oneptimal
strategyfor each player?
I Stepl, testwhether there is pure strategy

I Step2,if not, solve by find equalizing strate@@heck
previous slidesn learningNg

A =

Game Theory, Second Edition, 2014 Thomas S. Ferguson Mathematics Department, Ut



Exercise 2x2 zeresum gamegeneralsolution

A Consider a general®22 zerosum game matrix
A = a b
- \d c

where a, b, c, d are the rewards for player 1 (col player)

A Step1l:in the situationthere is no pure strategy
iLF | x 00X UKSY o f OZX | a 2
I Since b <c, we must have ¢ > d, as otherwise c is a pure
strategy. Continuing thus, d<a and a>Db.
I In other words, it X then a>b<c>d<a. By symmetny; ibKo
then a<b>c<d>a.
A So the condition for no pure strategy:
| eithera>Db,b<c,c>dandd,oa
I a<b,b>c,c<dandd>a



Exercise 2x2 zeresum gamegeneralsolution
A Consider a general®22 zeresum game matrix

_(a b
= (5 o)
where a, b, ¢, d are the rewards for player 1 (col player)

A Step2: optimal strategies and value of the game
I Playgr 1 chqose§ the first“roAvvaith pr,obabiligy p (l.e.
dzaSa UKS YAESR auNJ)OuS3de
ap+ dlv p= o+ dl1 p.
i which gives® a3
it fl &SN mMQa (the@buhdf tBeante)Bsingz

this strategy ,= zp+ g1 9= 2 ’C’CI’ -




Exercise 2x2 zeresum gamegeneralsolution

141 3
Example 1 _ p= T 371 47 3 7/12
A= 2 3 = same
“\ 314 9= ot o
|
= T2t 3t at 3 Y12
21 1
Example 2 ) (O TlO) p= 0+ O+ 21 1 1/11
A= 1 2

2+ 10
9= 0+ 0+ 21 1@

A But g must be between zero and one. What happened?
i ¢KS UNBdzotS A& ¢S aF2NH2G (2 GdSad
KlIa 2ySEo
I The lower left corner is pure strategy. So p = 0 and g = 1 are optimal strategie:
and the value isv = 1.



Recall:Repeated Games

A In a (typical) repeated game,
I players play a normal-form game (aka. the stage
game),
I then they see what happened (and get the reward),
I then they play again,
I etc.
A Can be repeated finitely or infinitely many times
A Multiple agents, but still single stage
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TheOriginof SochasticGames

VoL. 39, 1953 MATHEMATICS: L. S. SHAPLEY 1095

f \\

STOCHASTIC GAMES*

States | By L. S. SHAPLEY

PRINCETON UNIVERSITY

Communicated by J. von Neumann, July 17, 1953 |f

j'ntroduction .5-In a stochastic game the play proceeds by steps from
| to position, according to transition probabilities controlled Jomtly
by the two players. ass niite num S,

Shapley, Lloyd S. "Stochastic games." Proceedings of the national academy of
sciences 39.10 (1953): 1095-1100.



StochastidGames

A A stochastic game has multiple states and multiple agents
I Each state corresponds to a normal-form game
I After a round, the game randomly transitions to another state
I Transition probabilities depend on state and joint actions taken by all

agents
A Typically rewards are discounted over time
1’ 1 1’ O State2
0,1/0,0
Playerl
1,0/0, 1
State3

Statel\J Statetransition .6 O, 1 1, 0

A 1-state stochastic game = (infinitely) repeated game
A 1-agent stochastic game = Markov Decision Process (MDP)



Definition of StochasticdGames

A Definedby a tuple (nS,A, , T,R ), where

I nis the number of players,
I S is the set of states,

I AIs the set of actions available to player
A (and A is the joint action spacg A- xA),

i T is the transition function 8Ax{ b wn > M6
I Ris the reward function for th&h agent Sx! b wd

A Differentwith MDP.

I there are multiple players selecting actions and

I the next state and rewards depend on the joint
actions

I Eachplayer has its own separate reward function.



Evolutionof StochasticdGames

Agent1 rl i pFII)

Agentn rn 1 pm

rytchw

Agentl,AgentH > X3 n ISy

Agentl,AgentH > XX n ISy



