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Self Introduction – Weinan Zhang
• Position

• Assistant Professor at CS Dept. of SJTU 2016-now
• Apex Data and Knowledge Management Lab
• John Hopcroft Research Center for Computer Science
• Research on machine learning and data mining topics

• Education
• Ph.D. on Computer Science from University College 

London (UCL), United Kingdom, 2012-2016
• B.Eng. on Computer Science from ACM Class 07 of 

Shanghai Jiao Tong University, China, 2007-2011



Course Administration
• No official text book for this course, some 

recommended books are

• Jiawei Han, Micheline Kamber, Jian Pei. “Data Mining: 
Concepts and Techniques, 3rd Edition”. Morgan Kaufmann 
Series, 2011. 

• 范明，孟小峰 译《数据挖掘 概念与技术》机械工业出版
社，2012.

• Bing Liu. “Web Data Mining, 2nd Edition”. Springer, 2011.
• 俞勇等 译《Web数据挖掘》清华大学出版社，2012.

• 李航《统计学习方法》清华大学出版社，2012.
• 周志华《机器学习》清华大学出版社，2016.
• Tom Mitchell. “Machine Learning”. McGraw-Hill, 1997



Course Administration
• A hands-on big data mining course

• No assignment, no final exam

• Two course works (80%)
• Kaggle-in-Class competitions on Text Classification (40%)
• Kaggle-in-Class competitions on Recommendation (40%)

• Poster session (10%)

• Attending (10%)
• Could be evaluated by quiz



Teaching Assistants
• Yuchen Yan (严宇辰), IEEE Honored Class 2015 

student, Computer Science 
• Email: xyxpzer [at] sjtu.edu.cn
• Research on data mining, knowledge graph, 

network analysis 

• Ruijie Wang (王睿杰), Dept. of Computer 
Science 2015 student

• Email: wjerry5 [at] sjtu.edu.cn
• Research on data mining, natural language 

processing 

• Jialu Wang (王嘉璐), IEEE Honored Class 2015 
student, Computer Science 

• Email: faldict [at] sjtu.edu.cn
• Research on data mining, deep learning, 

reinforcement learning



TA Administration
• Join the mail list 

• Please send your
• Name
• Student number
• Email address

to Yuchen Yan xyxpzer [at] sjtu.edu.cn
with email title “Check in EE448”

• Office hour
• Every Thursday 8-9pm, 1-203 SEIEE Building



Goals of This Course
• Know about the big picture of data science

• Get familiar with popular data mining methodologies
• Data representations
• Problem formulation
• Machine learning & data mining algorithms
• Experimental methodologies

• Get some first-hand DM developing experiences

• Present your own DM solutions to real-world problems



Why we focus on hands-on DM

• Get familiar with various data mining applications.
• Play with the data and get your hands dirty!

Academia
Theoretical novelty

Industry

Large-scale
practice

Startup

Application
novelty

Hands-on
DM

experience

CommunicationSolid math

Solid
engineering



Course Landscape

1. Data Mining Intro
2. Fundamentals of Data
3. Basic DM Algorithms
4. Supervised Learning 1
5. Supervised Learning 2
6. Supervised Learning 3
7. Unsupervised Learning
8. Text Mining

9. Search Engines
10. Ranking Information Items
11. Recommender Systems
12. Computational Ads
13. Behavioral Targeting
14. Knowledge Graphs
15. Social Networks
16. Poster Session



Introduction to
Big Data Mining

Weinan Zhang
Shanghai Jiao Tong University

http://wnzhang.net

EE448, Big Data Mining, Lecture 1
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Content of This Lecture

• An example as an intro of data mining

• Concepts of data mining

• Real-world examples of data mining



Display Advertising
• A display ad example

http://news.ifeng.com

How likely the user is going to click the ad?



Display Advertising

• Advertiser targets a segment of users
• E.g. by age, gender, occupation, interest tags etc.

• Intermediary matches users and ads by user information



Internet Advertising Frontier: 
Real-Time Bidding (RTB) based Display Advertising

What is Real-Time Bidding?

• Every online ad view can be evaluated, bought, and 
sold, all individually, and all instantaneously.

• Instead of buying keywords or a bundle of ad views, 
advertisers are now buying users directly.

Wang J, Zhang W, Yuan S. Display Advertising with Real-Time Bidding (RTB) and Behavioural Targeting. Foundations and Trends® in Information Retrieval, 2017, 11(4-5): 297-435.



An RTB Example
• Weinan regularly reads articles on emarketer.com



An RTB Example
• Weinan recently checked the London hotels on booking.com



An RTB Example
• The day after, he found relevant ads on facebook.com



• A demand-side platform buys ads via real-time bidding (RTB) 10 billion per day

• A data management platform analyzes and maintains the information billions of 
Internet users

RTB
Ad

Exchange

Demand-Side 
Platform

Advertiser

Data 
Management

Platform

0. Ad Request
1. Bid Request

(user, page, context)

2. Bid Response
(ad, bid price)

3. Ad Auction
4. Win Notice
(charged price)

5. Ad
(with tracking)

6. User Feedback
(click, conversion)

User Information

User Demography: 
Male, 26, Student

User Segmentations:
London, travelling 

Page

User<100 ms

Players Interaction in RTB



Data Technology as a Service

• The data service (or DaaS) is a cousin of software as a 
service (SaaS)

• takes the input of high-quality data request based on raw data
• returns the requested high-quality data for higher-level (intelligent) 

applications

A data service example in RTB ads



Content of This Lecture

• An example as an intro of data mining

• Concepts of data mining

• Real-world examples of data mining



The Underlying Data Science

• Physics
• Goal: discover the underlying 

principle of the world

• Solution: build the model of the 
world

• Data Science
• Goal: discover the underlying principle 

of the data

• Solution: build the model of the data

F = G
m1m2

r2
F = G

m1m2

r2

• Data science is the subject concerned with the methodology of discovering 
the underlying principles and patterns from massive amount of data.

• In fact, data science could be a more general concept for natural science.

Example: Newton’s gravity law Example: Energy-based distribution

p(x) =
ef(x)P
x0 ef(x0)p(x) =
ef(x)P
x0 ef(x0)



Evolution of Sciences
• Before 1600, empirical science

• 1600-1950s, theoretical science
• Each discipline has grown a theoretical component. Theoretical models often 

motivate experiments and generalize our understanding. 

• 1950s-1990s, computational science
• Over the last 50 years, most disciplines have grown a third, computational branch 

(e.g. empirical, theoretical, and computational ecology, or physics, or linguistics.)
• Computational Science traditionally meant simulation. It grew out of our inability to 

find closed-form solutions for complex mathematical models. 

• 1990-now, data science
• The flood of data from new scientific instruments and simulations
• The ability to economically store and manage petabytes of data online
• The Internet and computing Grid that makes all these archives universally accessible 
• Scientific info. management, acquisition, organization, query, and visualization tasks 

scale almost linearly with data volumes.  Data mining is a major new challenge!
Jim Gray and Alex Szalay, The World Wide Telescope: An Archetype for Online Science, 
Comm. ACM, 45(11): 50-54, Nov. 2002 Slide credit: Jiawei Han



for a certain target dimension data

Data Science

• A probabilistic view
• For a high-dimensional data
• Find joint data distribution
• Then the conditional distribution

p(x)p(x)

xixi

p(xijx 6=i)p(xijx 6=i)

• A deterministic view
• For a high-dimensional data
• Find the underlying function

xx

xx

xi = f(x6=i)xi = f(x6=i)
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x2x2

x1x1
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for a certain target dimension data xixi



An Example in User Behavior Modeling

• A 7-field record data
• 3 fields of data that are expensive to obtain

• Interest, gender, age collected by user registration information or 
questionnaires

• 4 fields of data that are easy or cheap to obtain
• Raw data of whether the user has visited a particular website during the last 

two weeks, as recorded by the website log

Interest Gender Age BBC Sports PubMed Bloomberg 
Business

Spotify

Finance Male 29 Yes No Yes No
Sports Male 21 Yes No No Yes

Medicine Female 32 No Yes No No
Music Female 25 No No No Yes

Medicine Male 40 Yes Yes Yes No

Expensive data Cheap data



An Example in User Behavior Modeling
Interest Gender Age BBC Sports PubMed Bloomberg 

Business
Spotify

Finance Male 29 Yes No Yes No
Sports Male 21 Yes No No Yes

Medicine Female 32 No Yes No No
Music Female 25 No No No Yes

Medicine Male 40 Yes Yes Yes No

Expensive data Cheap data

• Probabilistic view: fit a joint data distribution 
p(Interest=Finance, Gender=Male, Age=29, Browsing=BBC Sports, Bloomberg Business)

• Then build the conditional data distribution
p(Interest=Finance | Browsing=BBC Sports, Bloomberg Business)

p(Gender=Male | Browsing=BBC Sports, Bloomberg Business)

• Deterministic view: fit a function
Age = f(Browsing=BBC Sports, Bloomberg Business)



Data Technology as a Service

• The data service is just like a data processing 
factory that

• collects raw and cheap data
• supports the higher-level (intelligent) applications with 

quality data



Data Technology Everywhere

• The data itself is not valuable without the data service!

• How to perform proper and effective mining for the 
principles, patterns and knowledge from massive amount 
of data is what we focus in this course.



What is Data Mining?
• Data mining is about the extraction of non-trivial, 

implicit, previously unknown and potentially useful
principles, patterns or knowledge from massive 
amount of data.

• Data Science is the subject concerned with the 
scientific methodology to properly, effectively and 
efficiently perform data mining

• an interdisciplinary field about scientific methods, 
processes, and systems



A Typical Data Mining Process

• Data mining plays a key role of enabling and improving the 
various data services in the world

• Note that the (improved) data services would then change the 
world data, which would in turn change the data to mine

Real world Databases /
Data warehouse

Data
collecting

Task
relevant

data

A dataset Useful patterns

Data
mining

Decision makingInteraction with the world

Service new round operation



A Multi-Dimensional View of Data Mining

• Data to be mined
• Database data (extended-relational, object-oriented, 

heterogeneous, legacy), data warehouse, transactional data, stream, 
spatiotemporal, time-series, sequence, text and web, multi-media, 
graphs & social and information networks

• Knowledge to be mined (or data mining functions)
• Characterization, discrimination, association, classification, 

clustering, trend/deviation, outlier analysis, etc.
• Descriptive vs. predictive data mining 
• Multiple/integrated functions and mining at multiple levels

• Techniques utilized
• Data warehouse, machine learning, statistics, pattern recognition, 

visualization, distributed computing, high-performance, etc.
• Applications adapted

• Retail, telecommunication, banking, fraud analysis, bio-data mining, 
stock market analysis, text mining, Web mining, etc.

Slide credit: Jiawei Han

More application examples will be provided.



Data Mining Techniques

• Application level
• Intelligent systems & 

applications with 
further feedbacks

Data
Mining

Data
Mining

Distributed 
Systems
Distributed 
Systems DatabaseDatabase High Perf.

Computing
High Perf.
Computing

Machine
Learning
Machine
Learning StatisticsStatistics

Data
Visualization

Data
Visualization

Decision
making

Decision
making

Real-world
Application
Real-world
Application

• Methodology level
• Machine learning & 

statistics techniques 
based on large 
amount of formatted 
data

• System level
• Scalable systems & 

architectures for 
hosting, retrieving 
and computing big 
data



Data Mining and Machine Learning

• What is the difference between data mining and 
machine learning?

• Data mining is about the extraction of non-trivial, 
implicit, previously unknown and potentially useful
principles, patterns or knowledge from massive amount
of data.

• Machine learning is the study of algorithms that 
improves a particular quantitative performance at some 
task based on data with non-explicit programming.



Programming vs. Machine Learning

• Traditional Programming

Program

Input

Human
Programmer Output

Slide credit: Feifei Li

• Machine Learning

Program

Input

OutputLearning
AlgorithmData



Data Mining and Machine Learning

• What is the difference between data mining and 
machine learning?

• They are solving similar tasks with different focuses
• Data mining focuses on 

solving the problems

• Solving a DM problem could 
involve different methods 
including ML

• Machine learning focuses on 
modeling based on the data

• An ML model could be 
applied to various DM tasks

Data Mining
Tasks

Machine Learning
Techniques

Rule-based
Methods



A Brief History of Data Mining Society

• 1989 IJCAI Workshop on Knowledge Discovery in Databases 
• Knowledge Discovery in Databases (G. Piatetsky-Shapiro and W. Frawley, 1991)

• 1991-1994 Workshops on Knowledge Discovery in Databases
• Advances in Knowledge Discovery and Data Mining (U. Fayyad, G. Piatetsky-

Shapiro, P. Smyth, and R. Uthurusamy, 1996)

• 1995-1998 International Conferences on Knowledge Discovery in Databases and Data 
Mining (KDD’95-98)

• Journal of Data Mining and Knowledge Discovery (1997)

• ACM SIGKDD conferences since 1998 and SIGKDD Explorations

• More conferences on data mining
• PAKDD (1997), PKDD (1997), SIAM-Data Mining (2001), (IEEE) ICDM (2001), etc.

• ACM Transactions on KDD starting in 2007

Slide credit: Jiawei Han



Conferences and Journals on Data Mining

• KDD Conferences
• ACM SIGKDD Int. Conf. on 

Knowledge Discovery and Data 
Mining (KDD)

• SIAM Data Mining Conf. (SDM)
• (IEEE) Int. Conf. on Data Mining 

(ICDM)
• Int. Conf. on Web Search and Data 

Mining (WSDM)
• European Conf. on Machine 

Learning and Principles and 
practices of Knowledge Discovery 
and Data Mining (ECML-PKDD)

• Pacific-Asia Conf. on Knowledge 
Discovery and Data Mining (PAKDD)

Slide credit: Jiawei Han

• Other related conferences
• DB conferences: ACM 

SIGMOD, VLDB, ICDE, EDBT, 
ICDT, …

• Web and IR conferences: 
WWW, SIGIR, CIKM

• ML conferences: ICML, NIPS
• PR conferences: CVPR

• Journals 
• IEEE Trans. On Knowledge and 

Data Eng. (TKDE)
• KDD Explorations
• ACM Trans. on KDD (TKDD)



Content of This Lecture

• An example as an intro of data mining

• Concepts of data mining

• Real-world examples of data mining



DM Use Case 1: Frequent Item Set Mining

Agrawal, R.; Imieliński, T.; Swami, A. (1993). "Mining association rules between sets of items in large databases". ACM SIGMOD 1993

fmilk, bread, buttergfmilk, bread, butterg
fonion, potatoes, beefgfonion, potatoes, beefg fdiaper, beergfdiaper, beerg

Some intuitive patterns: Some non-intuitive ones:



DM Use Case 1: Association Rule Mining

Agrawal, R.; Imieliński, T.; Swami, A. (1993). "Mining association rules between sets of items in large databases". ACM SIGMOD 1993

fmilk, breadg ) fbuttergfmilk, breadg ) fbutterg
fonion, potatoesg ) fburgergfonion, potatoesg ) fburgerg fdiaperg ) fbeergfdiaperg ) fbeerg

Some intuitive patterns: Some non-intuitive ones:



DM Use Case 2: Web Search

• Query suggestion

• Page ranking



DM Use Case 3: News Recommendation
• Predict whether a user 

will like a news given its 
reading context



DM Use Case 4: Sponsored Search

• Whether the user likes the ads
• How advertisers set bid price



DM Use Case 5: Displayed Advertising

• Whether the user likes the ads • How advertisers set bid price

https://github.com/wnzhang/rtb-papers



DM Use Case 6: Information Extraction

Webpage Keywords



DM Use Case 7: Information Extraction

• Structural information extraction and illustration

Gmail Google Now

Zhang, Weinan, et al. "Annotating needles in the haystack without looking: Product information extraction from emails." KDD 2015.



DM Use Case 7: Information Extraction

Gmail

Google Now

Zhang, Weinan, et al. "Annotating needles in the haystack without looking: Product information extraction from emails." KDD 2015.

• Structural information extraction and illustration



DM Use Case 7: Information Extraction
• Synyi.com medical structural information extraction



DM Use Case 8: Medical Image Analysis

• Breast Cancer Diagnoses

Wang, Dayong, et al. "Deep learning for identifying metastatic breast cancer." arXiv preprint arXiv:1606.05718 (2016).
https://blogs.nvidia.com/blog/2016/09/19/deep-learning-breast-cancer-diagnosis/



DM Use Case 8: Clinic Medicine Data Mining

• Predict the patient’s health (e.g. diabetes) after 3 years 
given the current internal secretion test results

Clinic tests Questionnaires

• Explainable patterns are always desirable for clinic medicine to provide 
informative guidance to doctors



DM Use Case 9: Financial Data Prediction

• Predict the trend and volatility of financial time series data



DM Use Case 10: Social Networks
• Community detection / node classification
• Information diffusion modeling
• Friends/Tweets/Job Candidates suggestion



DM Use Case 11: Spatio-Temporal DM

• A spatio-temporal trajectory
p1

p2
p3 p4 p5

p6

p7

p8 p9
p10

p11

p12p1 ! p2 ! ¢ ¢ ¢ ! pnp1 ! p2 ! ¢ ¢ ¢ ! pn

pi = (x; y; t)pi = (x; y; t)

• Behavior modeling of humans and vehicles in the cities
• Prediction of human / vehicles / environment in a certain spatio-temporal 

point
• Optimization including car route scheduling, lane design, factory 

relocation
Slide credit: Yu Zhenghttps://www.microsoft.com/en-us/research/project/trajectory-data-mining/



DM Use Case 12: New Material Discovery

Raccuglia, Paul, et al. "Machine-learning-assisted materials discovery using failed experiments." Nature 533.7601 (2016): 73-76.

• Driven by Materials Genome Initiative
• Mine the underlying patterns between the 

experiment conditions and the properties of 
the resulted material



DM Use Case 13: Interactive Recommendation

• Douban.fm music recommend and feedback
• The machine needs to make decisions, not just prediction



Summary of This Lecture

• An example as an intro of data mining
• Concepts of data mining
• Real-world examples of data mining

• Data mining is about the extraction of non-trivial, 
implicit, previously unknown and potentially useful
principles, patterns or knowledge from massive 
amount of data.


