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Self Introduction — Weinan Zhang

* Position
e Assistant Professor at CS Dept. of SITU 2016-now
e Apex Data and Knowledge Management Lab
e Research on machine learning and data mining topics

e Education

* Ph.D. on Computer Science from University College
London (UCL), United Kingdom, 2012-2016

* B.Eng. on Computer Science from ACM Class 07 of
Shanghai Jiao Tong University, China, 2007-2011



Course Administration

* No official text book for this course, some
recommended books are

* i AFITFITE) IFEAF LR, 2012,
- BERE (Nm=FS) | i.’éjc Hhrtt , 2016.
 Tom Mitchell. “Machine Learning”. McGraw-Hill, 1997

e Jerome H. Friedman, Robert Tibshirani, and Trevor

Hastie. “The Elements of Statistical Learning”. Springer
2004.

e Chris Bishop. “Pattern Recognition and Machine
Learning”. Springer 2006.

* Richard S. Sutton and Andrew G. Barto. “Reinforcement
Learning: An Introduction”. MIT, 2012.




Course Administration

* A hands-on machine learning course
* No assignment, no paper exam

* Select two out of three course works (80%)
» Kaggle-in-Class competitions on Text Classification (40%)
» Kaggle-in-Class competitions on Recommendation (40%)
* Gym Al competition (40%)

* Poster session (10%)

* Attending (10%)
e Could be evaluated by quiz



Teaching Assistants

 Kan Ren ({Ff)
e kren [AT.] apex.sjtu.edu.cn
* PhD student in Apexlab

e Research on data mining, computational
advertising and reinforcement learning

* Papers: WSDM, CIKM, ICDM, ECML-PKDD, JIST etc.

* Han Cai (%)

* hcai [A.T.] apex.sjtu.edu.cn

* Master student in Apexlab

* Research on reinforcement learning
e Papers: WSDM and ICDM




TA Administration

e Join the mail list

* Please send your
* Name
e Student number
* Email address

to hcai [A.T] apex.sjtu.edu.cn

 Office hour
* Every Wednesday 7-8pm, 307 Yifu Building



Goals of This Course

* Know about the big picture of machine learning

e Get familiar with popular ML methodologies
* Data representations
* Models
* Learning algorithms
* Experimental methodologies

* Get some first-hand ML developing experiences

* Present your own ML solutions to real-world
problems



Why we focus on hands-on ML

Academia
Theoretical novelty

Hands-on
ML
experience

Industry Startup

Application
novelty

Large-scale
practice

* So play with the data and get your hands dirty!



Course Landscape

1. ML Introduction 9. Unsupervised Learning
2. Linear Models 10. Model Selection

3. SVMs and Kernels [cw1] 11. RL Introduction [cw3]

4. Neural Networks 12. Model-free RL

5. Tree Models 13. Transfer Learning

6. Ensemble Models 14. Advanced ML

7. Ranking and Filtering [cw2] 15. Poster Session

8. Graphic Models 16. Review
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Artificial Intelligence

e Artificial intelligence (Al) is intelligence exhibited by
machines.

* The subject Al is about the methodology of
designing machines to accomplish intelligence-
based tasks.

* Intelligence is the computational part of the ability
to achieve goals in the world.

http://www-formal.stanford.edu/jmc/whatisai/whatisai.html



Methodologies of Al

* Rule-based
* Implemented by direct programing
* Inspired by human heuristics

e Data-based

* Expert systems

* Experts or statisticians create rules of predicting or decision
making based on the data

* Machine learning
* Direct making prediction or decisions based on the data
* Data Science



What is Data Science

* Physics

* Goal: discover the
underlying principle of the
world

e Solution: build the model of
the world from observations
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F=cg2
7“2

e Data Science

* Goal: discover the
underlying principle of the
data
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e Solution: build the model of
the data from observations
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Data Science

* Mathematically

* Find joint data
distribution p(x)

e Then the conditional
distribution p(x2|z1)

e Gaussian distribution

e Multivariate

o~ (@—p) ' E7H(z—p)
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A Simple Example in User Behavior Modelling

BBC Sports PubMed Bloomberg Spotify
Business

Finance Male
Sports Male 21 Yes No No Yes
Medicine  Female 32 No Yes No No
Music Female 25 No No No Yes
Medicine Male 40 Yes Yes Yes No

e Joint data distribution

 Conditional data distribution



Data Technology

Data Request

s 2 s > Data Service

Data

Higher-level Applications

-t

FOQOI(il Travel

Raw Data ‘

I Internet of Things

] &

Internet Medicine

Data itself is not valuable, data service is!



What is Machine Learning

* Learning

“Learning is any process by
which a system improves
performance from
experience.”

--- Herbert Simon
Turing Award (1975)

artificial intelligence, the psychology of human cognition

Nobel Prize in Economics (1978)
decision-making process within economic organizations




What is Machine Learning

A more mathematical definition by Tom Mitchell

* Machine learning is the study of algorithms that
* improvement their performance P
e atsometask T
* based on experience E
* with non-explicit programming

* A well-defined learning task is given by <P, T, E>



Programming vs. Machine Learning

* Traditional Programming Input

Human O
Programmer .

Program Output

* Machine Learning

4
. Input

Learning

Data Program Output

Algorithm

Slide credit: Feifei Li



When does ML Make Advantages

ML is used when

* Models are based on a huge amount of data
* Examples: Google web search, Facebook news feed

e Qutput must be customized
* Examples: News / item / ads recommendation

* Humans cannot explain the expertise
* Examples: Speech / face recognition, game of Go

* Human expertise does not exist
* Examples: Navigating on Mars



Two Kinds of Machine Learning

* Prediction

* Predict the desired output given the data (supervised
learning)

* Generate data instances (unsupervised learning)

* Decision Making

* Take actions in a dynamic environment (reinforcement
learning)
* to transit to new states
* to receive immediate reward
* to maximize the accumulative reward over time



Trends

Keyword Search Trends on Google

120

100

o
o0

computer science

data

bi

o
©

Ajuejndod

o
=+

20

machine learning

91-3ny
9T-JeN
ST-190
GT-AeN
¥1-09a
rasll)
1-9°
€1-das
€T-4dy
CT-NON
¢T-unr
¢T-uer
T1-3ny
TT-JeN
0T-30
oT-AeN
60-22Q
60-Inf
60-9°4
80-das
80-4dy
L0-NON
£0-unrg
LO-uer

https://www.google.com/trends



Some ML Use Cases



ML Use Case 1: Web Search

Go gle shanghai jiao tong university L E

shanghai jiao tong university ranking
shanghai jiao tong university international students

shanaghai jiao tong university school of medicine

shanghai jiao tong university admission o Query SuggEStion

L LTS

Scholarly articles for shanghai jiao tong university
Shanghai Jiao Tong University - Wang - Cited by 21

Shanghai Jiao-Tong University - Xue - Cited by 14
Manosheet-constructed porous TiO2-B for advanced ... - Liu - Cited by 206

Shanghai Jiao Tong University

en.sjtu.edu.cn/ v

Site Search. Home; About SJTU; Admission; Academics; Research; Join Us ... Antai College of SJTU
Rose to Mo.7 in 2016 Financial Times EMBA Ranking ...

Programs in English - Schools - Fall 2016 SJTU Graduate ... - Scholarships

Al N
www sjtu.edu.cn/ « Translate this page

ST AL BB AT HRAIR, - * Page ran kin g
Shanghai Jiao Tong University - Wikipedia

https:/fen wikipedia.org/wiki’'Shanghai_Jiao_Tong_University ~

Shanghai Jiao Tong University is a public research university located in Shanghai, China.
Established in 18596 by an imperial edict issued by the Guangxu ...

Mame - History - Academics, enrollment, and staff - Organization




ML Use Case 2: News Recommendation
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ML Use Case 3: Online Advertising

G‘O gle iphone 6s case

Weinan  a=x
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Web Shopping News Images Videos More Search tools — 4]
About 16,900,000 results (0.33 seconds)
iPhone 6s Cases - case-mate.com Shop for iphone 6s case on Google Sponsored @
www.case-mate.com/iPhone-6s-Cases ¥
4.6 %% % %4 rating for case-mate.com B
Shop The iPhone 6s Case Collection. Free Standard Shipping! :
Refined Protection - Slim & Tough - Genuinely Crafted - Premium Designs
iPhone 6s P sidmaoy e i
www.apple.com/ ¥ Case-mate - Moshi - Iglaze Logitech - Moshi - Overture
The only thing that’s changed is everything. Learn more. Karat Case Fo..  Armour Case..  Protection... Wall...
A9 chip - Two sizes - Now in rose gold 549.99 $39.99 $21.99 $49.99
Pre-order 9.12 - iPhone Upgrade Program - 3D Touch - Cameras Best Buy ) Best Buy Best Buy Best Buy
dhhkkd (163) Jddkdkd (161) dhhkhd (90)  Hddkkd (18)

In the news =)
Speck's iPhone 6s CandyShell + MightyShell ; ql
cases bring best-of-breed protection to (8 :|
Apme . |a_t§St |Ph0nes Case-mate - Case-matel— Marc by Marc Case-.r;;; a
9to 5 Mac -1 day ago Brilliance Cas... Wallet Folio C...  Jacobs Metalli... Karat Hard Sh...
With the iPhone 6s and iPhone 6s Plus debuting next week, it's $44.99 $54.99 $38.00 $49.99
important to start thinking ... Best Buy Best Buy shopbop Best Buy

hhkdd 4 (294) dkdkd (173) %A ki (34)

Maoshi's iPhone 6s and 6s Plus cases offer premium protection
iMore - 23 hours ago

Top 5 Best Leather iPhone 6s Cases

Heavy.com - 12 hours ago * Whether the user likes the ads

More news for iphone 6s case

* How advertisers set bid price

iPhone 65 Cases & Covers from OtterBox



ML Use Case 3: Online Advertising
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https://github.com/wnzhang/rtb-papers



ML Use Case 4: Information Extraction

Kinect - Fastest Selling Electronic Product in History

Posted on: 3/10/2011 1:09:45 PM by David Lewis

Microsoft’'s Kinect sensor system has been officially recognised as the fastest selling electrical device in
history.

Manufactured to give wireless interactivity
with the company’s Xbox game platform, the
device has sold eight million units in its first
two months, outstripping the sales of Apple’s
iPhone and iPad when they were launched.

The news comes as a welcome relief for
Microsoft who have been trailing Apple in the
technology stakes over the last few years
with the Apple brand being seen as more cool
and sexy than Microsoft.

KINECT
o]

The figures, which have been verified by the
Guinness Book of World Records, represent
sales of the camera add-on which uses infrared technology to track the movement of the participant and
translate their movements to action in the game.

For some time Microsoft's Xbox was at a disadvantage to Nintendo’s Wii system because of the lack of a
motion detector but the Kinect addresses the issue well. Microsoft were keen on using a different
technological base for their system to avoid being accused of copyright infringement and so the solution was
built around infrared technology.

Microsoft says that sales of the Kinect reflect the popularity of the games platform in comparison with the Wii
and hope that the availability of Kinect will also boost sales of the Xbox itself.

It notes that sales of games for the Xbox have also rocketed since the device became available with total
sales now exceeding ten million.

In January Microsoft reported profits of $6.63bn (£4.1bn) for the last three months of 2010, down from
$6.66bn a year earlier despite the excellent sales performance of Kinect.

Posted: 3/10/2011 1:09:45 PM by David Lewis | with 0 comments

Webpage

—p

Kinect
Electronic Product
Microsoft’s Xbox
Games
Xbox Game Platform

Keywords



ML Use Case 4: Information Extraction

e Structural information extraction and illustration

Your package is being shipped by USPS and the tracking number is M ZT.QZH VHB DOUble_Sldled
9261297642094757559542. Depending on the ship speed you chose, it Acrylic Foam Tape, 45 mil,...
may take 24 hours for your tracking number to return any information. shipped .

MPI compatible Canon

Shipment Details PGI-225BK Inkjet-Black
Shipped
Kindle Paperwhite, 6" High Resolution Display $139.00
with Next-Gen Built-in Light, Wi-Fi » Monoprice
Sold by Amjazon Digital Services, Inc.
by

My Shipment details
Item Subtotal: $139.00

o View email

Gmail Google Now

Zhang, Weinan, et al. "Annotating needles in the haystack without looking: Product information extraction
from emails." KDD 2015.



ML Use Case 4: Information Extraction

* Synyi.com medical structural information extraction
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ML Use Case 5: Medical Image Analysis

* Breast Cancer Diagnoses

(Al + Pathologist) > Pathologist

0.04

3.5%
0.035
— 2.9%
Error Bi0es
Rate® o
0.015
0.01
0.005 ok
Deep Learning Drops Error Rate for Breast Cancer 0 -
i udy Al model Al model
Diagnoses by 85% Pathologist moce + Study
Pathologist

* Ermror rate defined as 1 — Area under the Receiver Operator Curve
** A study pathologist, blinded to the ground truth diagnoses,
independently scored all evaluation slides.

© 2016 PathAl

Wang, Dayong, et al. "Deep learning for identifying metastatic breast cancer." arXiv preprint arXiv:1606.05718 (2016).
https://blogs.nvidia.com/blog/2016/09/19/deep-learning-breast-cancer-diagnosis/



ML Use Case 6: Financial Data Prediction

* Predict the trend and volatility of financial data
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ML Use Case 7: Social Networks

* Friends/Tweets/Job Candidates suggestion

1

e by

C N

'




ML Use Case 8: Interactive Recommendation

* Douban.fm music recommend and feedback
* The machine needs to make decisions, not just prediction

FHIFAA MHz

SRR
Best of Me s
Daniel Powter




ML Use Case 9: Robotics Control

 Stanford Autonomous Helicopter
 http://heli.stanford.edu/
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ML Use Case 9: Robotics Control

* Ping pong robot
* https://www.youtube.com/watch?v=tIlJME8-au8

THE DUEL




ML Use Case 10: Self-Driving Cars

e Google Self-Driving Cars
* https://www.google.com/selfdrivingcar/




ML Use Case 11: Game Playing

* Take actions given screen pixels
* https://gym.openai.com/envsttatari

Mnih, Volodymyr, et al. "Human-level control through deep reinforcement learning." Nature 518.7540 (2015): 529-533.



ML Use Case 11: Game Playing

* Multi-agent learning

Agent view

+

Leibo, Joel Z., et al. "Multi-agent Reinforcement Learning in Sequential Social Dilemmas." AAMAS 2017.



ML Use Case 12: AlphaGo

IBM Deep Blue (1996)

e 4-2 Garry Kasparov on Chess

* Alarge number of crafted rules
* Huge space search

Google AlphaGo (2016)
 4-1 Lee Sedolon Go
* Deep machine learning on big data

Silver, David, et al. "Mastering the game of Go with deep neural networks and tree search."
Nature 529.7587 (2016): 484-4809.



ML Use Case 13: Text Generation

* Making decision of selecting the next word/char
* Chinese poem example. Can you distinguish?

MfEEXE , ZRBEAF.

KPEERER , B HEWAT. LEETARIR , ER—TE

AXATE , TUSSES. PUEEAES , =R ST,

Human Machine

Yu, Lantao, et al. "Seqgan: sequence generative adversarial nets with policy gradient." AAAl 2017.



History of Machine Learning

* 1950s

e Samuel’s checker player
» Selfridge’s Pandemonium

* 1960s:

* Neural networks: Perceptron

* Pattern recognition

* Learning in the limit theory

 Minsky and Papert prove limitations of Perceptron

* 1970s:
* Symbolic concept induction
 Winston’s arch learner

Expert systems and the knowledge acquisition bottleneck
Quinlan’s ID3

Mathematical discovery with AM

Slide credit: Ray Mooney



History of Machine Learning

* 1980s:

e Advanced decision tree and rule learning

* Explanation-based Learning (EBL)

* Learning and planning and problem solving

e Utility problem

* Analogy

* Cognitive architectures

* Resurgence of neural networks (connectionism, backpropagation)
e Valiant’s PAC Learning Theory

* Focus on experimental methodology

* 1990s

* Data mining

* Adaptive software agents and web applications
* Text learning

* Reinforcement learning (RL)

* Inductive Logic Programming (ILP)

Ensembles: Bagging, Boosting, and Stacking
Bayes Net learning

Support vector machines

Kernel methods

Slide credit: Ray Mooney



History of Machine Learning

* 2000s

* Graphical models
e Variational inference
 Statistical relational learning
* Transfer learning
e Sequence labeling
* Collective classification and structured outputs
 Computer Systems Applications
 Compilers
* Debugging
* Graphics
» Security (intrusion, virus, and worm detection)
* Email management
* Personalized assistants that learn
* Learning in robotics and vision

Slide credit: Ray Mooney



History of Machine Learning

* 2010s

* Deep learning

* Learning from big data

* Learning with GPUs or HPC

* Multi-task & lifelong learning
e Deep reinforcement learning

* Massive applications to vision, speech, text, networks,
behavior etc.

Slide credit: Ray Mooney



Machine Learning Categories

e Supervised Learning
* To perform the desired output given the data and labels

* Unsupervised Learning

e To analyze and make use of the underlying data
patterns/structures

* Reinforcement Learning

e To learn a policy of taking actions in a dynamic
environment and acquire rewards



Machine Learning Process

Training
Data

Data

Formaliz-
ation

* Basic assumption: there exist the same patterns
across training and test data



Supervised Learning

* Given the training dataset of (data, label) pairs,
D = {(x4,yi) }i=1,2.... N
let the machine learn a function from data to label
yi =~ fo(x:)
* Function set {fs(-)} is called hypothesis space
* Learning is referred to as updating the parameter ¢

* How to learn?
* Update the parameter to make the prediction closed to
the corresponding label

 What is the learning objective?
* How to update the parameters?



Learning Objective

* Make the prediction closed to the corresponding
label

.
min — > L(yi, folms))
i1

* Loss function L(y;, fo(x;)) measures the error
between the label and prediction

* The definition of loss function depends on the data
and task

* Most popular loss function: squared loss

1

L(yi> fol@i)) = 5 (i — fo(zi))?



Squared Loss

Ly, folwi)) = 55— fol))?

* Penalty much
more on larger
distances

Loss

* Accept small
distance (error)

e Observation
noise etc.

* Generalization




Gradient Learning Methods

18
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A Simple Example

4.5

4l 1 4l

3AF

3k

f(x) = 0 + 012 + O

1
1

1
2

I 1 I 1
3 4 5 6 7

* Observing the data {(x;, ¥i) }i=1.2....N, we can use
different models (hypothesis spaces) to learn
* First, model selection (linear or quadratic)

* Then, learn the parameters

An example from Andrew Ng



Learning Linear Model - Curve

round = 200




Learning Linear Model - Weights

loss w.r.t. parameters round = 200 |

0.8 -

0.6 -

0.2

0.0 \
2
000

-0.2




Learning Quadratic Model

round = 500

f(CL') — 0y + 012 + (92562



Learning Cubic Model

round = 1995

f(x) =0+ 01z + 021° + O5°



Model Selection

* Which model is the best?

Linear model: underfitting Quadratic model: well fitting 5th-order model: overfitting

* Underfitting occurs when a statistical model or machine learning
algorithm cannot capture the underlying trend of the data.

e Overfitting occurs when a statistical model describes random error or
noise instead of the underlying relationship



Model Selection

* Which model is the best?

Degree 1 Degree 4 Degree 15
— Model — Model — Model
— True function — True function — True function
o ® eee Samples ° eee Samples eee Samples

Linear model: underfitting  4t-order model: well fitting  15t-order model: overfitting

Underfitting occurs when a statistical model or machine learning
algorithm cannot capture the underlying trend of the data.

Overfitting occurs when a statistical model describes random error or
noise instead of the underlying relationship



Regularization

* Add a penalty term of the parameters to prevent
the model from overfitting the data

1 N
min 3 £l fo(i)) + A0)

0

(a) without regularization (b) with regularization



Typical Regularization

e L2-Norm (Ridge)

M
QO)=1l6l5=>_ 62,
m=1

N
o1
min = L(wi, fols)) + 18]

1=1

e L1-Norm (LASSO)

M
QO) =101 = > _ |0l
m=1

N
1
min - ; L(yi, fo(zi)) + A||0]]1




More Normal-Form Regularization

* Contours of constant value of ) |6,/

e Sparse model learning with g not higher than 1
e Seldom use of g > 2
* Actually, 99% cases use g =1 or 2



Principle of Occam's razor

Among competing hypotheses, the one with
the fewest assumptions should be selected.

 Recall the function set {fy(:)} is called hypothesis
space

| N | ! :
mint— 3™ £y folra)) + XO(6)
| 1=1 | ' '

Original loss Penalty on assumptions



Model Selection

N
1 2
m@m N z:Zl L(y;, fo(zi)) + Al|0]]5

* An ML solution has model parameters 6 and
optimization hyperparameters )\

* Hyperparameters

* Define higher level concepts about the model such as
complexity, or capacity to learn.

e Cannot be learned directly from the data in the standard
model training process and need to be predefined.

e Can be decided by setting different values, training different
models, and choosing the values that test better

* Model selection (or hyperparameter optimization)
cares how to select the optimal hyperparameters.



Cross Validation for Model Selection

Training
Data

Original Random

Training Evaluation

I
Data Split

Validation
Data

K-fold Cross Validation
1. Set hyperparameters

2. For Ktimes repeat:

* Randomly split the original training data into training and validation
datasets

* Train the model on training data and evaluate it on validation data,
leading to an evaluation score

3. Average the K evaluation scores as the model performance



Machine Learning Process

Training
Data

Data

Formaliz-
ation

 After selecting ‘good’ hyperparameters, we train
the model over the whole training data and the
model can be used on test data.



Generalization Ability

* Generalization Ability is the model prediction
capacity on unobserved data

* Can be evaluated by Generalization Error, defined by

R(f) = EIL(Y, f(X))] = / L(y, J(2))p(z, y)dady

XXY

* where p(x,y) isthe underlying (probably unknown)
joint data distribution

* Empirical estimation of GA on a training dataset is

. 1 <
R(f) = 57 2_ L f())



A Simple Case Study on Generalization Error

* Finite hypothesis set F = {f1, fo,..., fa4}
* Theorem of generalization error bound:

For any function f € F, with probability no less
than1 — ¢ , it satisfies

R(f) < R(f) + e(d, N, )
where

e(d, N, 8) = \/%(logaH—log%)

* N: number of training instances
* d: number of functions in the hypothesis set

Section 1.7 in Dr. Hang Li’s text book.



Lemma: Hoeffding Inequality

Let X1, X5,..., X, be bounded independent random
variables X; € [a,b] , the average variable Zis

1 n
Z:g;Xi

Then the following inequalities satisfy:

P(Z —E[Z] 2 t) < exp ((b—in;;>

P(E[Z] - Z > t) < exp (@3”;;)

http://cs229.stanford.edu/extra-notes/hoeffding.pdf



Proof of Generalized Error Bound

* Based on Hoeffding Inequality, for € > 0, we have
P(R(f) — R(f) > €) < exp(—2N¢?)
* As F ={f1, fo,..., fq}is afinite set, it satisfies

P@Af € F: R(f) - R(f) > €) = P(| J{R(f) — R(f) > €})

< dexp(—2Ne?)



Proof of Generalized Error Bound

* Equivalence statements
P(3f € F: R(f) — R(f) > €) < dexp(—2N¢?)
)
P(Vfe F:R(f)—R(f) <e€)>1—dexp(—2Né?)

* Then setting

1 d
p— —_ 2 — _— —_
0 =dexp(—2Ne”) & € \/2N10g5

The generalized error is bounded with the probability

PR(f)<R(f)4+¢e)>1-6



Discriminative Model and Generative Model

* Discriminative model

* modeling the dependence of unobserved variables on
observed ones

* also called conditional models.
* Deterministic: y = fp(x)
* Probabilistic:  py(y|x)
* Generative model
* modeling the joint probabilistic distribution of data
* given some hidden parameters or variables

pe(il?, y)
* then do the conditional inference

L p@(xvy) - p@(xay)
o) = ")~ 5, pe(a o)




Discriminative Model and Generative Model

* Discriminative model

modeling the dependence of unobserved variables on
observed ones

also called conditional models.
Deterministic: y = fp(x)
Probabilistic:  py(y|x)

Directly model the dependence for label prediction
Easy to define dependence specific features and models
Practically yielding higher prediction performance

Linear regression, logistic regression, k nearest neighbor, SVMs,
(multi-layer) perceptrons, decision trees, random forest etc.



Discriminative Model and Generative Model

* Generative model
* modeling the joint probabilistic distribution of data
* given some hidden parameters or variables

p@(xa y)
then do the conditional inference
_po(z,y) _ poz,y)
po(z) >, pe(T,Y)

po(y|x)

Recover the data distribution [essence of data science]
Benefit from hidden variables modeling

Naive Bayes, Hidden Markov Model, Mixture Gaussian, Markov
Random Fields, Latent Dirichlet Allocation etc.



